A benchmark study on mantle convection in a 3-D spherical shell using CitcomS
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[1] As high-performance computing facilities and sophisticated modeling software become available, modeling mantle convection in a three-dimensional (3-D) spherical shell geometry with realistic physical parameters and processes becomes increasingly feasible. However, there is still a lack of comprehensive benchmark studies for 3-D spherical mantle convection. Here we present benchmark and test calculations using a finite element code CitcomS for 3-D spherical convection. Two classes of model calculations are presented: the Stokes’ flow and thermal and thermochemical convection. For Stokes’ flow, response functions of characteristic flow velocity, topography, and geoid at the surface and core-mantle boundary (CMB) at different spherical harmonic degrees are computed using CitcomS and are compared with those from analytic solutions using a propagator matrix method. For thermal and thermochemical convection, 24 cases are computed with different model parameters including Rayleigh number ($7 \times 10^3$ or $10^5$) and viscosity contrast due to temperature dependence (1 to $10^7$). For each case, time-averaged quantities at the steady state are computed, including surface and CMB Nusselt numbers, RMS velocity, averaged temperature, and maximum and minimum flow velocity, and temperature at the midmantle depth and their standard deviations. For thermochemical convection cases, in addition to outputs for thermal convection, we also quantified entrainment of an initially dense component of the convection and the relative errors in conserving its volume. For nine thermal convection cases that have small viscosity variations and where previously published results were available, we find that the CitcomS results are mostly consistent with these previously published with less than 1% relative differences in globally averaged quantities including Nusselt numbers and RMS velocities. For other 15 cases with either strongly temperature-dependent viscosity or thermochemical convection, no previous calculations are available for comparison, but these 15 test calculations from CitcomS are useful for future code developments and comparisons. We also presented results for parallel efficiency for CitcomS, showing that the code achieves 57% efficiency with 3072 cores on Texas Advanced Computing Center’s parallel supercomputer Ranger.
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1. Introduction

Mantle convection is the primary mechanism to remove heat from terrestrial planets, thus controlling the thermal evolution of terrestrial planets. Heat transfer and the planform of mantle convection depend critically on the rheology of planetary mantles [Christensen, 1984; Jaupart and Parsons, 1985; Moresi and Solomatov, 1995]. Flow of the Earth’s mantle can be characterized as a plate tectonics style of convection in which the highly nonlinear and complicated deformation processes at plate margins play an essential role in causing subduction of lithosphere [Gurnis, 1989; King and Hager, 1990; Zhong and Gurnis, 1996; Zhong et al., 1998; Moresi and Solomatov, 1998; Tackley, 2000; Bercovici, 2003]. However, mantle convection for Mars, Venus, and icy satellites is better characterized as stagnant-lid convection [e.g., Moresi and Solomatov, 1995]. Although theoretical analyses on the efficiency of convective heat transfer are available [e.g., Solomatov, 1995], numerical modeling of mantle convection has become increasingly important in studying the planform of mantle convection [e.g., Zhong and Gurnis, 1993; Tackley et al., 1993; Bunge et al., 1996; Harder and Christensen, 1996; Roberts and Zhong, 2006; Zhong et al., 2007a] and in incorporating more realistic physical and chemical conditions in the mantle including solid-solid phase changes [e.g., Christensen and Yuen, 1984; Tackley et al., 1993; Sidorin et al., 1999], compositionally distinct components [van Keken et al., 1997; Tackley, 1998; McNamara and Zhong, 2004], and temperature-, stress-, and composition-dependent rheologies [Moresi and Gurnis, 1996; van Hunen et al., 2005; Billen and Hirth, 2007; Conrad and Lithgow-Bertelloni, 2006; Becker, 2006].

Significant progress has been made in the last 30 years in developing numerical models of mantle convection in Cartesian domains [McKenzie et al., 1974; Christensen, 1984; King et al., 1990; Tackley, 1993; Parmentier et al., 1994; Moresi and Solomatov, 1995] and in spherical domains [Young, 1974; Baumgardner, 1985; Glatzmaier, 1988; Zhang and Christensen, 1993; Zhang and Yuen, 1995; Ratcliff et al., 1996a; Bunge et al., 1996; Zhong et al., 2000; McNamara and Zhong, 2004; Yoshida et al., 1999; Yoshida and Kageyama, 2004; Oldham and Davies, 2004; Harder and Hansen, 2005; Stimmer et al., 2006; Choblet et al., 2007]. Numerical benchmarks become an important issue, as more modeling packages are developed with more complicated physics. Extensive benchmark studies have been done for Cartesian models of thermal convection [Blankenbach et al., 1989; Travis et al., 1990; Busse et al., 1994; Moresi and Solomatov, 1995; Moresi et al., 1996] and thermochemical convection [van Keken et al., 1997; Tackley and King, 2003]. However, benchmark studies for spherical shell models of mantle convection are limited to only a small number of cases with either constant or weakly temperature-dependent viscosity [e.g., Bercovici et al., 1989; Zhang and Christensen, 1993; Ratcliff et al., 1996a; Zhong et al., 2000; Richards et al., 2002; Yoshida and Kageyama, 2004; Harder and Hansen, 2005; Stimmer et al., 2006; Choblet et al., 2007].

In this paper, we present numerical benchmark and test calculations using CitcomS for 3-D spherical shell mantle convection with different viscosity parameters (i.e., activation energies), Rayleigh numbers and compositional heterogeneity. Compared with previous studies on spherical shell convection, the current study covers a significantly larger parameter space in Rayleigh number and viscosity parameter and also includes thermochemical convection. Additionally, the current study also includes benchmark calculations for response functions of the geoid anomalies and dynamic topography for CitcomS. Although dynamic topography
benchmark for CitcomS was documented for four different cases in the work of Zhong et al. [2000] and calculations for the geoid using CitcomS were tested and presented previously [e.g., Zhong and Davies, 1999], the current study is the first to systematically document dynamic topography and geoid benchmarks for CitcomS.

[5] The paper is organized as follows. In section 2, we describe model setups, controlling parameters, initial and boundary conditions, and quantification of model outputs. In section 3, we present benchmark results for response functions of dynamic topography and geoid for Stokes’ flow and for thermal and thermochemical convection models. In this section, we also present results for parallel efficiency of CitcomS. In the final section, we discuss our results and present conclusions.

2. Descriptions for Model and Code CitcomS

2.1. Governing Equations

[6] The dynamics of planetary mantles are governed by the conservation of mass, momentum and energy. Under the Boussinesq approximation for an incompressible fluid, including the effects of self-gravitation, the conservation equations are

$$\nabla \cdot u = 0, \quad (1)$$

$$-\nabla p + \nabla \cdot [\eta(\nabla u + \nabla^T u)] - (\delta \rho_0 + \rho_0 \delta g)e_r = 0, \quad (2)$$

$$\rho_0 C_p \left( \frac{\partial T}{\partial t} + u \cdot \nabla T \right) = k \nabla^2 T + \rho_0 H, \quad (3)$$

where $u$ is the velocity in a nonrotating mantle reference frame; $p$ is the dynamic pressure; $\eta$, $\rho_0$, $k$, and $C_p$ are mantle viscosity, density, thermal conductivity, and specific heat, respectively; $g_0$, $T$, and $H$ are gravitational acceleration, temperature, and internal heat generation rate, respectively; $t$ is the time; and $e_r$ is the unit vector in the radial direction. In equation (2), $\delta \rho$ and $\delta g$ are perturbations to density and radial gravitational acceleration; the last term with $\delta g$ represents the effect of self-gravitation.

[7] Considering that density perturbations can be due to both thermal expansion and composition, $\delta \rho$ can be expressed as

$$\delta \rho = -\rho_0 \alpha (T - T_0) + \Delta \rho C, \quad (4)$$

where $\alpha$ is the coefficient of thermal expansion, $T_0$ is the reference temperature and is taken as surface temperature, $C$ is the composition field variable representing compositional heterogeneities, and $\Delta \rho$ is the intrinsic density difference between different composition. For a two-component system that is considered here, $C$ is either 1 or 0.

[8] The perturbation to the radial gravitational acceleration $\delta g$ is

$$\delta g = -\nabla \varphi, \quad (5)$$

where $\varphi$ is the perturbation to gravitational potential that is determined by the Poisson’s equation

$$\nabla^2 \varphi = -4\pi G \delta \rho_{total}, \quad (6)$$

where $G$ is the gravitational constant and $\delta \rho_{total}$ represents density anomalies including that in equation (4) and as well as those associated with the topography at the surface and CMB.

[9] Introduce a reduced pressure $P$, for example, as Zhang and Christensen [1993],

$$P = p - \rho_0 \varphi, \quad (7)$$

and equation (2) can be rewritten as

$$-\nabla P + \nabla \cdot [\eta(\nabla u + \nabla^T u)] + [\rho_0 \alpha (T - T_0) - \Delta \rho C]g_0 e_r = 0. \quad (8)$$

[10] The governing equations (1), (8), and (3) are identical in their mathematical form to those with no self-gravitation except that $P$ in equation (8) is interpreted as the reduced pressure which is related to the dynamic pressure $p$ via equation (7). This indicates that self-gravitation in the current formulation using the Boussinesq approximation for an incompressible fluid, does not affect flow velocity and heat transfer.


$$\frac{\partial C}{\partial t} + u \cdot \nabla C = 0, \quad (9)$$

[12] The governing equations (1), (8), (3) and (9) can be nondimensionalized as in the work of Zhong et al. [2000] using the following normalization schemes:

$$r = R r', \quad t = \frac{R^2}{\kappa} t', \quad u = \frac{\kappa}{R} u', \quad T = \Delta T T' + T_0, \eta$$

$$= \eta, \quad \frac{\kappa}{R} \frac{\kappa}{R} P', \quad (10)$$
The viscosity is assumed to be temperature dependent for all the convection calculations. A viscosity parameter, $E$, which may be equivalent to nondimensional activation energy, controls temperature-dependent viscosity, so that the nondimensional viscosity is given by

\[ \eta = \exp[E(0.5 - T)]. \]  

This implies that $Ra$ uses viscosity at $T = 0.5$ as the reference viscosity, $\eta_0$.

Equations (11) and (12) can be grouped together to define the Stokes’ flow problem in which flow velocity and stress fields can be determined for a given buoyancy force and boundary conditions with no explicit involvement of the time [e.g., Hager and O’Connell, 1981]. For isochemical convection problems, the relevant governing equations are equations (11)–(13), and composition field variable $C$ and equation (14) are irrelevant. In isochemical convection models there are two controlling parameters, viscosity parameter, $E$, and Rayleigh number, $Ra$. For thermochemical models, the composition field variable $C$ and equation (14) become necessary with an additional controlling parameter, buoyancy parameter, $B$. In this study, we will present calculations for Stokes’ flow, isochemical convection, and thermochemical convection using CitcomS.

2.2. Boundary Conditions and Initial Conditions

Boundary conditions are free-slip at the top and bottom boundaries and isothermal with nondimensional temperatures of 0 and 1 at the top and bottom boundaries, respectively (note that temperature boundary conditions are only needed for convection calculations). No flux boundary conditions are used for composition.

For thermal convection or thermochemical convection problems, initial conditions for temperature are needed. Unless otherwise specified, initial conditions for temperature are given as a function of coordinates with perturbations at some given spherical harmonics superimposed on a conductive temperature profile,

\[ T(r, \theta, \phi) = \frac{r_b(r - r_i)}{r(r_b - r_i)} + [c_s \cos(m\phi) + c_s \sin(m\phi)] 
  + \frac{\pi(r - r_i)}{(r_i - r_b)}. \]  

where variables with a prime are nondimensional, $R$ is the planetary radius, $\kappa = k/(\rho C_p)$ is the thermal diffusivity, $\Delta T$ is the temperature difference between the core-mantle boundary (CMB) and the surface, and $\eta_0$ is the reference viscosity. The stress scaling is the same as for the pressure.

The nondimensional conservation equations for the mass, momentum and energy and transport equation are

\[ \nabla \cdot \mathbf{u} = 0, \]  

\[ -\nabla P + \nabla \cdot [\eta(\nabla u + \nabla^T u)] + \xi \text{Ra}(T - BC) = 0, \]  

\[ \frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T = \nabla^2 T + \gamma, \]  

\[ \frac{\partial C}{\partial t} + \mathbf{u} \cdot \nabla C = 0, \]

where all the variables are non-dimensional with the primes that are dropped, $Ra$ is a Rayleigh number that controls the vigor of convection, $\xi = (R/d)^3$ with $d$ as the mantle thickness, $B$ is a buoyancy number that measures the relative strength between compositional buoyancy and thermal buoyancy, $\gamma$ is the nondimensional internal heat generation rate, and

\[ Ra = \frac{\alpha \rho g_0 \Delta T d^3}{\kappa \eta_0}, \quad B = \frac{\Delta \rho}{\alpha \rho \Delta T}, \quad \gamma = \frac{R^2}{\kappa C_p \Delta T} H. \]

In CitcomS, the planetary radius $R$ is used as the length scale to nondimensionalize the governing equations [Zhong et al., 2000]. While this convention is consistent with that in classical analyses of thermal convection in a spherical shell [e.g., Chandrasekhar, 1961], most studies on Earth’s mantle convection in a spherical geometry employ the thickness of the mantle $d$ as the length scale [e.g., Glatzmaier, 1988]. To follow this convention, we used the same definition of $Ra$ (i.e., equation (15)) by introducing parameter $\xi = (R/d)^3$ in equation (12). In this study, the results for the time and velocity are rescaled using $d^2/\kappa$ and $\kappa/d$ as scalings for time and velocity, respectively, unless otherwise specified.

All our model calculations are in a spherical shell geometry with nondimensional inner and outer radii of $r_h = 0.55$ and $r_i = 1$ (i.e., scaled by the planetary radius), respectively, and assume a entirely basal heating (i.e., $\gamma = 0$), and constant material properties except for viscosity.

\[ 16 \text{ The viscosity is assumed to be temperature dependent for all the convection calculations. A viscosity parameter, } E, \text{ which may be equivalent to nondimensional activation energy, controls temperature-dependent viscosity, so that the nondimensional viscosity is given by } \eta = \exp[E(0.5 - T)]. \]  

\[ 17 \text{ Equations (11) and (12) can be grouped together to define the Stokes’ flow problem in which flow velocity and stress fields can be determined for a given buoyancy force and boundary conditions with no explicit involvement of the time [e.g., Hager and O’Connell, 1981]. For isochemical convection problems, the relevant governing equations are equations (11)–(13), and composition field variable } C \text{ and equation (14) are irrelevant. In isochemical convection models there are two controlling parameters, viscosity parameter, } E, \text{ and Rayleigh number, } Ra. \text{ For thermochemical models, the composition field variable } C \text{ and equation (14) become necessary with an additional controlling parameter, buoyancy parameter, } B. \text{ In this study, we will present calculations for Stokes’ flow, isochemical convection, and thermochemical convection using CitcomS.} \]  

\[ 18 \text{ Boundary conditions are free-slip at the top and bottom boundaries and isothermal with nondimensional temperatures of 0 and 1 at the top and bottom boundaries, respectively (note that temperature boundary conditions are only needed for convection calculations). No flux boundary conditions are used for composition.} \]  

\[ 19 \text{ For thermal convection or thermochemical convection problems, initial conditions for temperature are needed. Unless otherwise specified, initial conditions for temperature are given as a function of coordinates with perturbations at some given spherical harmonics superimposed on a conductive temperature profile, } \]  

\[ T(r, \theta, \phi) = \frac{r_b(r - r_i)}{r(r_b - r_i)} + [c_s \cos(m\phi) + c_s \sin(m\phi)] 
  + \frac{\pi(r - r_i)}{(r_i - r_b)}. \]  

\[ 20 \text{ The viscosity is assumed to be temperature dependent for all the convection calculations. A viscosity parameter, } E, \text{ which may be equivalent to nondimensional activation energy, controls temperature-dependent viscosity, so that the nondimensional viscosity is given by } \eta = \exp[E(0.5 - T)]. \]
where \( l \) and \( m \) are spherical harmonic degree and order; \( r \), \( \theta \), and \( \varphi \) are radial, colatitude and longitude coordinates; \( \varepsilon_r \) and \( \varepsilon_\varphi \) are the magnitudes of perturbation for cosine and sine terms, respectively; and \( p_{lm} \) is a normalized associated Legendre polynomial that is related to the associated Legendre polynomial \( P_{lm} \) as:

\[
p_{lm}(\theta) = \sqrt{(2l+1)(l-m)!/2\pi(1+\delta_{ml})(l+m)!} P_{lm}(\theta). \tag{18}
\]

In CitcomS, the normalized associated Legendre polynomial \( p_{lm} \) is used as the basis function for spherical harmonic expansion.

[20] The magnitude of the perturbations (i.e., \( \varepsilon_r \) and \( \varepsilon_\varphi \)) are 0.01, but for some cases, we only use the cosine term by setting \( \varepsilon_\varphi = 0 \). Perturbations can also include two different sets of harmonics (e.g., \( l = 4 \), \( m = 0 \) and \( l = 4 \), \( m = 4 \) for all the cubic symmetry cases).

[21] Thermochemical convection models include two components of different intrinsic densities. The dense component is initially placed in the lower layer from the core-mantle boundary at \( r_n = 0.55 \) to \( r_{comp} = 0.775 \) (i.e., the middle of the mantle) with no topography at the compositional interface at \( r_{comp} \). Initial temperature for thermochemical convection models is taken from corresponding isochemical convection models. Detailed initial conditions for each case will be discussed later.

### 2.3 Numerical Solutions of the Governing Equations Using CitcomS

[22] A finite element code for spherical shell mantle convection, CitcomS, is used to solve the conservation equations of the mass, momentum, and energy [Zhong et al., 2000]. Thermochemical convection capability was added by McNamara and Zhong [2004] using a particle-ratio method [Tackley and King, 2003]. CitcomS employs a non-orthogonal mesh that consists of approximately equal size elements at a given radius and MPI for inter-processor communications [Zhong et al., 2000]. CitcomS was derived from an original serial 3-D Cartesian code Citcom [Moresi and Solomatov, 1995; Moresi and Gurnis, 1996]. CitcomS employs many similar numerical methods and techniques, compared to its predecessor Citcom. The key features [Moresi and Solomatov, 1995; Zhong et al., 2000; McNamara and Zhong, 2004; Zhong et al., 2007b] include:

[23] 1. A streamline upwind Petrov Galerkin (SUPG) formulation is used for the energy equation (13) [Brooks, 1981; Hughes, 2000].

[24] 2. A mixed formulation with primitive variables [e.g., Hughes, 2000] and a Uzawa algorithm with two-loop iterations [Atanga and Silvester, 1992; Ramage and Wathen, 1994; Moresi and Solomatov, 1995] are used to solve the mass and momentum equations (11) and (12).

[25] 3. For the Uzawa algorithm, the outer loop iteration for the pressure uses a preconditioned conjugate gradient method, while the inner loop for the velocity uses multigrid [Moresi and Solomatov, 1995] and full multigrid [Zhong et al., 2000] methods.

[26] 4. A Gauss-Seidel iteration procedure is used as a smoothing operator for nodes interior to each computational domain or processor, while nodes shared by different processors uses a Jacobi iteration as a smoothing.

[27] 5. A predictor-corrector and second order Runge-Kutta scheme is used to update tracer positions [Zhong and Hager, 2003; McNamara and Zhong, 2004] and a ratio method is used to project tracer distribution to composition \( C \) [Tackley and King, 2003]. A scheme for tracing particles in an irregular and non-orthogonal mesh such as in CitcomS was introduced by McNamara and Zhong [2004]. The use of a set of regular background mesh in the code is similar to an early implementation of tracing in CitcomS by van Keken and Zhong [1999]. For some thermochemical calculations presented in this paper, a computationally more expensive fourth-order Runge-Kutta scheme was also implemented and tested.

[28] The Poisson equation (6) is solved with a spectral method [e.g., Zhang and Christensen, 1993; Zhong and Davies, 1999]. Suppose that the perturbed gravitational potential \( \phi \) is only caused by mass anomalies associated with mantle internal density variations \( \delta \rho(r, \theta, \phi) \) and with topography at the surface, \( s(\theta, \phi) \), and at the CMB, \( b(\theta, \phi) \). Applying spherical harmonic expansion to \( \delta \rho(r, \theta, \phi) \), \( s(\theta, \phi) \) and \( b(\theta, \phi) \), all in their dimensional forms, leads to

\[
\delta \rho(r, \theta, \phi) = \sum_{l=2}^{N} \sum_{m=0}^{l} \left[ \delta P^{l,m}_r(r) \cos(m\phi) + \delta P^{l,m}_s(r) \sin(m\phi) \right] \cdot p_{lm}(\theta, \phi). \tag{19}
\]
where subscripts $c$ and $s$ in the expansion coefficients (e.g., $b_{lm}^c$ and $b_{lm}^s$) are for cosine and sine terms, respectively. In equations (19)–(21), the expansion starts from spherical harmonic degree $l = 2$ because the perturbed gravitational potential at $l = 1$ always vanishes in a reference frame with the planetary center of mass as the center of the reference frame, and $N$ is the highest spherical harmonic degree in the expansion.

The solution for the perturbed potential at spherical harmonic degree $l$ and order $m$ for cosine term, $\phi_{lm}^c(r)$,

$$
\phi_{lm}^c(r) = \frac{4\pi G}{2l + 1} \left[ R_{cmb} \left( \frac{R_{cmb}}{r} \right)^{l+1} \Delta \rho_{l} b_{lm}^c + \frac{R}{r} \Delta \rho_{l} \rho_{l} \right] + \int_{r_{s0}}^r \int_{r_{s0}}^{r_{h0}} \int_{r_{s0}}^{r_{h0}} \left( \frac{r'}{r} \right)^{l+1} \frac{\rho_{l}^m(r')}{r'} \rho_{l}^m(r') \, dr' \right], \quad (22)
$$

where all the quantities are in dimensional forms, $R_{cmb}$ and $R$ are the radii of the CMB and surface, respectively, $\Delta \rho_{l}$ and $\Delta \rho_{s}$ are the density jumps across the CMB and surface, respectively, $r_{s0} = \min(r_s, r)$, and $r_{h0} = \max(r_s, r)$. The solution for the sine term, $\phi_{lm}^s(r)$, is identical to equation (22) with changing subscripts $c$ to $s$. Finally, the solution in the spatial domain $\phi(r, \theta, \phi)$ can be assembled by summing over harmonics as

$$
\phi(r, \theta, \phi) = \sum_{l=2}^{N} \sum_{m=0}^{l} \left[ \phi_{lm}^c(r) \cos(m \phi) + \phi_{lm}^s(r) \sin(m \phi) \right] \cdot \rho_{lm}(\theta, \phi). \quad (23)
$$

The surface and CMB topography, $s(\theta, \phi)$ and $b(\theta, \phi)$, can be determined from solutions of conservation equations of the mass and momentum [e.g., Hager and Richards, 1989]. Calculations of the topography will be discussed later, along with the geoid anomalies.

### 2.4. Outputs and Modeling Procedures

Two types of benchmark and test calculations are presented in this paper: (1) response functions of dynamic topography and geoid calculations for the Stokes' flow problem, and (2) time-dependent calculations for both isochemical and thermochemical convection. This subsection defines model outputs and modeling procedures.

#### 2.4.1. Nonrotating Reference Frame for the Mantle

Flow velocities in spherical models of mantle convection should be defined in a nonrotating reference frame for the whole mantle [Zhong, 2001; Becker, 2006]. It is evident from the governing equations that motion of pure rotation (or horizontal translation in Cartesian models with periodic boundary conditions) for the whole mantle affects neither the dynamics nor heat transfer. However, when solving the governing equations numerically, solutions for flow velocities may contain a component of pure rotation for the whole mantle. The cause for such a rotation motion in the numerical solutions is poorly understood, but it is most likely related to numerical solution procedures with no physical meanings. Although it does not affect the physics of heat transfer or deformation, the pure rotation, if existing, may introduce arbitrariness to the flow velocities and affect time stepping for convection problems. Therefore, it is desired that any pure rotation be explicitly removed from the solutions of flow velocities [Zhong, 2001].

Here we introduce an efficient procedure to remove the pure rotation from numerical solutions. For a layer of the mantle $\Omega'$ with inner and outer radii $r_i$ and $r_o$, and with a uniform density $\rho_0$, its pure rotation is described by rotation vector $\omega$. The angular momentum for this layer has the following two equivalent expressions

$$
I \omega = \int_{\Omega'} \rho_0 r \times u d\Omega, \quad (24)
$$

where $I = 8\pi \rho_0 (r_o^5 - r_i^5)/15$ is the moment of inertia for this layer, and $r$ and $u$ are the position and flow velocity vectors, respectively. The rotation vector $\omega$ for this layer is

$$
\omega = \frac{15}{8\pi (r_o^5 - r_i^5)} \int_{\Omega'} r \times u d\Omega. \quad (25)
$$

Equation (25) can be used in both dimensional and non-dimensional calculations.
[33] Applying equation (25) to the whole mantle with \( r_o = r_f \) and \( r_f = r_b \) yields rotation vector for the whole mantle, \( \omega'_r \). This pure rotation motion is then removed from the numerical solutions of flow velocities via the following operations

\[
\tilde{u} = u - r \times \omega,
\]

or in a spherical coordinate system [e.g., Zhong, 2001],

\[
\begin{pmatrix}
\tilde{u}_r \\
\tilde{u}_\theta \\
\tilde{u}_\phi
\end{pmatrix} =
\begin{pmatrix}
u_r \\
u_\theta [\sin \theta \cos \theta_\phi - \cos \theta \sin \theta_\phi \cos (\phi_\theta - \phi)] \\
u_\phi [\sin \theta \cos \theta_\phi - \cos \theta \sin \theta_\phi \cos (\phi_\theta - \phi)]
\end{pmatrix},
\]

where \((u_\theta, u_\phi, u_r)\) are velocity components in colatitudinal, longitudinal, and radial directions; velocities with a tilt are for after removal of the pure rotation motion; and \( \omega'_r, \theta'_r, \) and \( \phi'_r \) are the magnitude, colatitude, and longitude of the rotation vector \( \omega'_r \). The flow velocities with removal of the pure rotation motion are then used in determining time step and updating temperature and composition.

[34] We would like to make the following four remarks for the rotation.

[35] 1. In our experience, a pure rotation motion for the whole mantle from the flow solver of CitcomS is often negligibly small for isochemoval convection. However, thermochemical calculations appear to show a large component of pure rotation for the whole mantle, and the removal procedure is essential for comparing the velocity field.

[36] 2. A pure rotation, which is sometimes called net rotation or degree-1 toroidal motion, has also been determined via other methods in CitcomS [Zhong, 2001; Becker, 2006]. The method discussed here that leads to equation (25) is efficient, if the determination of a pure rotation is the sole purpose.

[37] 3. It is possible to remove the pure rotation directly in the Uzawa algorithm, as Moresi and Solomatov [1995] did for the original Cartesian version of Citcom with periodic boundary conditions.

[38] 4. Equation (25) can also be applied to any sublayer of the mantle to determine a pure rotation of the sublayer with respect to the nonrotating reference frame of the whole mantle (e.g., the net rotation of the lithosphere). In particular, the net rotation of lithosphere has implications for the reference frame of plate motion [e.g., O’Connell et al., 1991; Forte and Peltier, 1994; Zhong, 2001; Becker, 2006] and seismic anisotropy [Becker, 2008].

### 2.4.2. Dynamic Topography and Geoid from the Stokes’ Flow Problem

[39] Benchmark calculations for Stokes’ flow are designed to systematically test the accuracy of CitcomS for flow velocity, pressure, dynamic topography, and geoid. The Stokes’ flow problem is ideal for benchmarking numerical flow solvers [e.g., Zhong et al., 2000; Choblet et al., 2007], because analytical solutions for the Stokes’ flow problems with only radial variations in viscosity can be obtained from a propagator matrix technique [e.g., Hager and O’Connell, 1981] and can be used to test numerical codes.

[40] Dynamic topography at the surface, \( s \), with self-gravitation is

\[
s = -\frac{\sigma_{rr,s}}{\Delta \rho_b} = \frac{\overline{\sigma}_{rr,s} - \rho_0 \phi_t}{\Delta \rho_b},
\]

where \( \phi_t \) is the perturbed gravitational potential at the surface, \( \sigma_{rr,s} \) is the radial stress at the surface, \( \overline{\sigma}_{rr,s} \) is the reduced radial stress at the surface

\[
\sigma_{rr,s} = -p + 2\eta \partial u_r / \partial r,
\]

\[
\overline{\sigma}_{rr,s} = -P + 2\eta \partial u_r / \partial r,
\]

Notice that when self-gravitation is considered, it is the reduced pressure \( P \) rather than the pressure \( p \) that is directly solved from the flow solver of CitcomS. Therefore, \( \overline{\sigma}_{rr,s} \) is readily calculated from CitcomS. Also, the density difference across the top boundary \( \Delta \rho_b \) is equal to the mantle density at the surface \( \rho_0 \) if no ocean is assumed at the surface. When an ocean is assumed at the surface, \( \Delta \rho_b \) is equal to \( \rho_0 - \rho_w \) where \( \rho_w \) is the density of water.

[41] Determination of dynamic topography at the CMB, \( b \), differs from that for the surface topography in that the CMB topography depends on assumption of the pressure in the core [e.g., Zhang and Christensen, 1993]. With the self-gravitational effect on the core pressure, a Taylor expansion for radial stress at the CMB \( \sigma_{rr,b} \) leads to

\[
\sigma_{rr,b} = \Delta \rho_b \phi_t b - \rho_{core} \phi_t b.
\]
where $\varphi_b$ is the perturbed gravitational potential at the CMB, and $\rho_{\text{core}}$ is the density of the core at the CMB. Considering equation (7), $\sigma_{rr,b}$ can be related to the reduced radial stress at the CMB, $\bar{\sigma}_{rr,b}$,

$$\sigma_{rr,b} = \bar{\sigma}_{rr,b} - \rho_0 \varphi_b.$$  \hspace{1cm} (32)

Combining equations (31) and (32) yields

$$b = \frac{\bar{\sigma}_{rr,b} + \Delta \rho_b \varphi_b}{\Delta \rho_b g_0}.$$  \hspace{1cm} (33)

[42] Equations (28) and (33) indicate that the surface and CMB topography, $s$ and $b$, depend on the perturbed gravitational potentials at the surface, $\varphi_s$ and CMB, $\varphi_b$, respectively, which in principle can be obtained from equation (22) by setting $r = R$ and $r = R_{cmb}$ (i.e., dimensional quantities), respectively. However, $\varphi_s$ and $\varphi_b$ also depend on the surface and CMB topography (e.g., equation (22)). Therefore, one needs to couple equations (28) and (33) with equation (22) in the spectral domain (i.e., for each pair of $l$ and $m$) to simultaneously solve for the topography and perturbed gravitational potentials [e.g., Zhang and Christensen, 1993]. The details of this procedure are given in Appendix A.

[43] After the perturbed potential at the surface $\varphi_s$ is obtained, the geoid anomalies $h$ are readily calculated with

$$h = \varphi_s / g_0.$$  \hspace{1cm} (34)

Equation (34) can be used in either the spectral or spatial domain.

2.4.3. Time-Dependent Thermal and Thermochemical Convection Calculations

[44] All the convection cases are computed to a steady state which is defined by insignificant or no variations with time for the averaged surface and bottom heat flux and the volume-averaged temperature and root-mean-square (RMS) velocity. The steady state results are then quantified, analyzed, and compared with previous studies when available. Depending on model parameters, each of the isochemical convection cases is computed for between $10^4$ and $10^5$ time steps. Thermochemical convection cases will be discussed later.

[45] In each case, we compute, as a function of time, Nusselt numbers for both the top and bottom boundaries, $N_t$ and $N_b$, averaged temperature for the whole mantle, $\langle T \rangle$ and averaged RMS velocity $\langle V_{rms} \rangle$ for the whole mantle.

$$N_t = \frac{r_5 (r_t - r_b)}{r_b} Q_t,$$  \hspace{1cm} (35)

$$N_b = \frac{r_b (r_t - r_b)}{r_t} Q_b,$$  \hspace{1cm} (36)

$$\langle T \rangle = \frac{3}{4 \pi (r_t^3 - r_b^3)} \int_\Omega T d\Omega,$$  \hspace{1cm} (37)

$$\langle V_{rms} \rangle = \left[ \frac{3}{4 \pi (r_t^3 - r_b^3)} \int_\Omega \sqrt{v^2 d\Omega} \right]^{1/2}.$$  \hspace{1cm} (38)

where $Q_t$ and $Q_b$ are the surface and bottom heat fluxes, $r_b = 0.55$ and $r_t = 1$, and $\Omega$ represents the volume for the whole mantle.

[46] In addition to these global quantities, we also compute the maximum and minimum radial velocity, $V_{r,md,\max}$ and $V_{r,md,\min}$, and maximum and minimum temperature, $T_{md,\max}$ and $T_{md,\min}$ at the middle depth of the mantle (i.e., at $r = 0.775$), as computed by Stemmer et al. [2006]. When a case reaches a steady state, we then compute the time-averaged values and standard deviations over a certain period of time for $N_t$, $N_b$, $\langle T \rangle$, $\langle V_{rms} \rangle$, $V_{r,md,\max}$, $V_{r,md,\min}$, $T_{md,\max}$ and $T_{md,\min}$.

[47] For thermochemical convection calculations, we add two additional measures, the relative error in conserving the total volume of the dense component $\varepsilon_v$ and the volume of entrained dense component in the upper layer $C_v$:

$$\varepsilon_v = \left[ \int_\Omega C(t) d\Omega - \int_\Omega C(0) d\Omega \right] / \int_\Omega C(0) d\Omega, \hspace{1cm} (39)$$

$$C_v = \int_{\Omega'} C(t) d\Omega, \hspace{1cm} (40)$$

where $\Omega$ represents the volume for the whole mantle and $\Omega'$ is for a layer with inner radius of $r_{comp} + 0.1$ and outer radius of $r_t$, and $C(0)$ and $C(t)$ are composition initially and at time $t$. Note that the dense layer is represented with $C = 1$. $C_v$ measures entrainment of the dense component from the bottom to the top layers [e.g., van Keken et al., 1997].
2.5. Parallel Efficiency

Before presenting results from benchmark and test calculations, we show in this subsection parallel efficiency for CitcomS. Parallel computing in CitcomS is enabled by MPI for interprocessor communications, and Zhong et al. [1998, 2000] discussed the MPI implementations in Citcom family of codes. For parallel efficiency calculations, we computed an isoviscous thermal convection problem for 50 time steps using different number of cores (i.e., processors) ranging from 12 to 3072 cores on Taxes Advanced Computing Center’s parallel supercomputer Ranger. For each calculation, the total number of elements increases linearly with the number of cores with the number of element per core fixed at $32^3$. The error tolerance was set to be $10^{-2}$ (i.e., for each time step, the Stokes flow solve terminates when the relative difference in either velocity or pressure solutions is less than 1%).

Table 1 shows for each test calculation the CPU time in seconds for the initial Stokes flow solve and 50 time steps and also the total numbers of outer loop pressure iterations and inner loop velocity iterations (i.e., full multigrid cycles). Significantly more iterations are needed for the initial Stokes flow solve than for subsequent time steps. While the CPU time for the 50 time steps of calculation varies from 69.8 s with 12 cores to 59.1 s with 3072 cores, its minimum of 46.8 s occurs with 384 cores (Table 1). The difference in CPU time is directly related to the number of outer loop and inner loop iterations. Because the number of elements (i.e., velocity and pressure unknowns) varies with the number of cores, the numbers of outer loop and inner loop iterations may also vary. Therefore, our results here reflect not only parallel scalability but also algorithmic scalability. We determined a parallel efficiency (i.e., scalability) using CPU time per inner loop velocity iterations, and the efficiency is 71% for 1536 cores and 57% for 3072 cores (Table 1). However, it should be pointed out that the parallel efficiency given here may depend on a number of other factors including mesh size per core, domain decomposition, and error tolerance.

Table 1. CPU Time With Different Number of Cores

<table>
<thead>
<tr>
<th>$N_c^a$</th>
<th>Total Time (s)</th>
<th>Time for Zeroth Step (s)</th>
<th>Iterations$^b$</th>
<th>Time Per v Iteration (s)</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12(1 x 1 x 1)</td>
<td>69.8</td>
<td>9.3</td>
<td>112(118)</td>
<td>0.59</td>
<td>100</td>
</tr>
<tr>
<td>24(1 x 1 x 2)</td>
<td>64.1</td>
<td>9.8</td>
<td>95(103)</td>
<td>0.62</td>
<td>95</td>
</tr>
<tr>
<td>48(2 x 2 x 1)</td>
<td>53.7</td>
<td>9.7</td>
<td>73(78)</td>
<td>0.69</td>
<td>86</td>
</tr>
<tr>
<td>96(2 x 2 x 2)</td>
<td>53.9</td>
<td>8.8</td>
<td>74(79)</td>
<td>0.68</td>
<td>87</td>
</tr>
<tr>
<td>192(4 x 4 x 1)</td>
<td>47.2</td>
<td>11.3</td>
<td>55(63)</td>
<td>0.75</td>
<td>79</td>
</tr>
<tr>
<td>384(4 x 4 x 2)</td>
<td>46.8</td>
<td>8.2</td>
<td>55(58)</td>
<td>0.81</td>
<td>73</td>
</tr>
<tr>
<td>768(4 x 4 x 4)</td>
<td>52.4</td>
<td>10.0</td>
<td>58(61)</td>
<td>0.86</td>
<td>69</td>
</tr>
<tr>
<td>1536(8 x 8 x 2)</td>
<td>58.2</td>
<td>16.0</td>
<td>60(70)</td>
<td>0.83</td>
<td>71</td>
</tr>
<tr>
<td>3072(8 x 8 x 8)</td>
<td>59.1</td>
<td>17.5</td>
<td>54(57)</td>
<td>1.04</td>
<td>57</td>
</tr>
</tbody>
</table>

$^a$ $N_c$ stands for the number of core. The numbers in the parentheses represent the domain decomposition in each of 12 spherical caps for CitcomS. For example, $2^2/2^2$ indicates that each cap is further divided into two in each of the three directions with the last number for the radial direction.

$^b$ The numbers in and out of the parentheses represent the numbers of inner loop velocity iteration and of outer loop pressure iteration, respectively.

3. Results

3.1. Benchmark Calculations for the Stokes’ Flow

This study significantly extends the Stokes’ flow benchmark in the work of Zhong et al. [2000] by including calculations for wavelengths down to $l = 15$ (only computed to $l = 4$ previously) and buoyancy forces at different depths, the effects of self-gravitation in the geoid and dynamic topography calculations, and a consistent boundary flux (CBF) method for determining the radial stresses at the top and bottom boundaries [Zhong et al., 1993].

3.1.1. Definition of Benchmark Calculations for the Stokes’ Flow

Similar to calculations of response functions for the geoid and topography [e.g., Hager and Richards, 1989], our benchmark calculations for Stokes’ flow assume either isoviscous or depth-dependent viscosity, and a buoyancy confined at different depths and at different spherical harmonic degrees [Zhong et al., 2000; Choblet et al., 2007]. Solutions to the Stokes’ flow problem are determined from both the propagator matrix method and
CitcomS and are compared using flow velocity, dynamic topography, and the geoid at the top and bottom boundaries.

[52] The buoyancy is specified as a delta function in the radial direction and spherical harmonic function in horizontal directions,

\[ \delta(r, \theta, \phi) = \sigma_0 \delta(r - r_0) \cos(m\phi) p_{lm}(\theta), \]  

(41)

where \( \sigma_0 \) is a surface density, \( r_0 \) is the radial location of the buoyancy force, and only cosine term is considered in the longitudinal direction.

[53] For each calculation with a given buoyancy (i.e., \( r_0, l, m \)), we compute nondimensionalized topography and geoid at the surface and CMB. Additionally, we also compute characteristic horizontal velocity, \( U \), and divergence of horizontal velocities, \( \nabla_h \cdot \mathbf{u} \), for the top and bottom boundaries, where

\[ \nabla_h \cdot \mathbf{u} = \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} + \frac{u_\phi \cot \theta}{r} + \frac{1}{r \sin \theta} \frac{\partial u_\phi}{\partial \phi}, \]  

(42)

and \( U \) is given such that [e.g., Hager and O’Connell, 1981]

\[ u_\theta = U \frac{\partial Y_{lm}(\theta, \phi)}{r \partial \theta}, \quad u_\phi = U \frac{\partial Y_{lm}(\theta, \phi)}{r \sin \theta \partial \phi}, \]  

(43)

where \( Y_{lm} \) represents any form of spherical harmonic functions. \( U \) is a function of spherical harmonic degree \( l \) and radial coordinate \( r \).

[54] For the Stokes’ flow problem with buoyancy given in (41), it is appropriate to use the stress scale \( \sigma_0 g \) to nondimensionalize stress. Accordingly, \( \sigma_0/\Delta\rho \) and \( \sigma_0/\Delta\rho \), used as scales for the surface and CMB topography, respectively, and \( 4\pi \mu G \sigma_0 g \) and \( \sigma_0 g R / \mu \), are scales for the geoid and velocity, respectively (Appendix A). The procedures for determining these nondimensional quantities, along with relevant parameters used in the calculations, are given in Appendix A.

[55] In calculations with CitcomS, the buoyancy structure can be specified in CitcomS by setting \( B = 0, \xi Ra = 1 \) in (12), and

\[ T(r, \phi, \theta) = \delta(r - r_0) \cos(m\phi) p_{lm}(\theta). \]  

(44)

For most Stokes’ flow benchmark calculations, a mesh with \( 12 \times (64 \times 64 \times 64) \) elements (i.e., in each of 12 subdivisions of a spherical shell, 64 elements are used in the radial, and two horizontal directions; see Zhong et al. [2000]) is used. The delta function in (41) and (44) is approximated as

\[ \delta(r - r_0) = \begin{cases} \frac{n_{er}}{r_1 - r_0}, & r = r_0 \quad \text{(45)} \\ 0, & \text{otherwise} \end{cases} \]

where \( n_{er} = 64 \) is the number of elements in the radial direction and a uniform grid is used in the radial direction. Equation (45) preserves the integral property of the delta function.

[56] While determinations of stress (i.e., via a CBF method), topography, and velocity divergence at the surface and CMB are straightforward in CitcomS, the characteristic horizontal velocity, \( U \), at the surface and CMB, which is defined in the spherical harmonic domain (e.g., equation (43)), can be determined via the following relation

\[ U^2 = \frac{1}{(l+1)} \int_A \left( u_\theta^2 + u_\phi^2 \right) \sin \theta d\theta d\phi, \]  

(46)

where the velocities in the integrand are on the finite element grid from CitcomS at a relevant radius (i.e., either at the surface or CMB) and the integral is only for coordinates \( \theta \) and \( \phi \) but covers the entire spherical surface \( A \). Equation (46) follows from the orthogonal properties of spherical harmonic functions [Dahlen and Tromp, 1998].

3.1.2. Benchmark Results for the Stokes’ Flow

[57] The first set of benchmark calculations assumes a uniform viscosity. The radial dependences of response functions of surface and CMB topography, geoid, characteristic horizontal velocities, and velocity divergences determined from both propagator matrix solution method and CitcomS are shown for \( l = 2, 5, 8, \) and 15 in Figure 1. The response functions at three different depths of d/4, d/2, and 3d/4 from these two different methods are also presented in Table 2. The general results are similar to those in the work of Hager and Richards [1989]. For example, when the buoyancy force is located at the surface (CMB), the topography at the surface (CMB) is equal to unity but zero at the CMB (surface), and flow velocity is zero at both boundaries. Comparisons between solutions from the propagator matrix method (solid lines in Figure 1) and CitcomS (dashed lines) indicate that CitcomS reproduces the propagator matrix solutions well. Relative errors are generally about 1% or less (Table 2). Although these calcu-
Figure 1. Radial dependences of response functions of (a) surface topography, (b) core-mantle boundary (CMB) topography, (c) surface geoid, (d) CMB geoid, characteristic velocity at (e) the surface, and (f) CMB, and divergence of velocity at (g) the surface and (h) CMB for spherical harmonic degrees 2, 5, 8, and 15 from analytic (solid lines) and CitcomS (dashed lines) solutions for the first set (i.e., uniform viscosity) of the Stokes’ flow benchmarks.
Table 2. Response Functions for the First Set of Calculations of the Stokes’ Flow

<table>
<thead>
<tr>
<th>Depth</th>
<th>l</th>
<th>s</th>
<th>b</th>
<th>h₁</th>
<th>h₂</th>
<th>U₁</th>
<th>U₂</th>
<th>( \nabla \cdot V₁ )</th>
<th>( \nabla \cdot V₂ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25d</td>
<td>2</td>
<td>7.712e-01</td>
<td>5.639e-01</td>
<td>4.047e-02</td>
<td>4.051e-02</td>
<td>-9.941e-03</td>
<td>7.707e-03</td>
<td>5.966e-02</td>
<td>-8.408e-02</td>
</tr>
<tr>
<td></td>
<td>(7.716e-01)</td>
<td>(5.646e-01)</td>
<td>(4.058e-02)</td>
<td>(4.062e-02)</td>
<td>(-9.949e-03)</td>
<td>(7.709e-03)</td>
<td>(5.969e-02)</td>
<td>(-8.410e-02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.537e-01</td>
<td>3.879e-01</td>
<td>2.963e-02</td>
<td>1.547e-02</td>
<td>-4.540e-03</td>
<td>2.133e-03</td>
<td>1.359e-01</td>
<td>-1.160e-01</td>
</tr>
<tr>
<td></td>
<td>(7.562e-01)</td>
<td>(3.894e-01)</td>
<td>(2.986e-02)</td>
<td>(1.556e-02)</td>
<td>(-4.546e-03)</td>
<td>(2.134e-03)</td>
<td>(1.364e-01)</td>
<td>(-1.164e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>6.407e-01</td>
<td>1.613e-01</td>
<td>2.988e-02</td>
<td>4.397e-03</td>
<td>-2.124e-03</td>
<td>4.469e-04</td>
<td>1.518e-01</td>
<td>-5.797e-02</td>
</tr>
<tr>
<td></td>
<td>(6.458e-01)</td>
<td>(1.629e-01)</td>
<td>(2.018e-02)</td>
<td>(4.454e-03)</td>
<td>(-2.128e-03)</td>
<td>(4.480e-04)</td>
<td>(1.532e-01)</td>
<td>(-5.865e-02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>3.797e-01</td>
<td>1.047e-02</td>
<td>8.007e-03</td>
<td>1.654e-04</td>
<td>-5.045e-04</td>
<td>1.026e-05</td>
<td>1.178e-01</td>
<td>-4.327e-03</td>
</tr>
<tr>
<td></td>
<td>(3.905e-01)</td>
<td>(1.094e-02)</td>
<td>(8.355e-03)</td>
<td>(1.739e-04)</td>
<td>(-5.074e-04)</td>
<td>(1.044e-05)</td>
<td>(1.218e-01)</td>
<td>(-4.557e-03)</td>
<td></td>
</tr>
<tr>
<td>0.5d</td>
<td>2</td>
<td>4.991e-01</td>
<td>9.302e-01</td>
<td>4.469e-02</td>
<td>5.446e-02</td>
<td>-1.006e-02</td>
<td>1.186e-02</td>
<td>6.035e-02</td>
<td>-1.294e-01</td>
</tr>
<tr>
<td></td>
<td>(4.998e-01)</td>
<td>(9.313e-01)</td>
<td>(4.486e-02)</td>
<td>(5.461e-02)</td>
<td>(-1.008e-02)</td>
<td>(1.189e-02)</td>
<td>(6.038e-02)</td>
<td>(-1.294e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.226e-01</td>
<td>7.209e-01</td>
<td>2.415e-02</td>
<td>2.529e-02</td>
<td>-3.591e-02</td>
<td>3.733e-03</td>
<td>1.074e-01</td>
<td>-2.030e-01</td>
</tr>
<tr>
<td></td>
<td>(4.238e-01)</td>
<td>(7.235e-01)</td>
<td>(2.427e-02)</td>
<td>(2.543e-02)</td>
<td>(-3.593e-02)</td>
<td>(3.736e-03)</td>
<td>(1.078e-01)</td>
<td>(-2.036e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.679e-01)</td>
<td>(3.794e-01)</td>
<td>(1.122e-02)</td>
<td>(9.474e-03)</td>
<td>(-1.170e-03)</td>
<td>(9.890e-04)</td>
<td>(8.427e-02)</td>
<td>(-1.295e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>6.686e-02</td>
<td>5.342e-02</td>
<td>1.733e-03</td>
<td>8.022e-04</td>
<td>-1.080e-03</td>
<td>5.035e-05</td>
<td>2.518e-02</td>
<td>-2.125e-02</td>
</tr>
<tr>
<td></td>
<td>(6.905e-02)</td>
<td>(5.554e-02)</td>
<td>(1.804e-03)</td>
<td>(8.399e-04)</td>
<td>(-1.091e-04)</td>
<td>(5.095e-05)</td>
<td>(2.618e-02)</td>
<td>(-2.223e-02)</td>
<td></td>
</tr>
<tr>
<td>0.75d</td>
<td>2</td>
<td>2.320e-01</td>
<td>1.089</td>
<td>2.780e-02</td>
<td>4.249e-02</td>
<td>-5.486e-03</td>
<td>1.044e-02</td>
<td>3.290e-02</td>
<td>-1.140e-01</td>
</tr>
<tr>
<td></td>
<td>(2.323e-01)</td>
<td>(1.090)</td>
<td>(2.788e-02)</td>
<td>(4.267e-02)</td>
<td>(-5.486e-03)</td>
<td>(1.046e-02)</td>
<td>(3.292e-02)</td>
<td>(-1.141e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.660e-01</td>
<td>1.005</td>
<td>1.138e-02</td>
<td>2.723e-02</td>
<td>-1.600e-03</td>
<td>4.203e-03</td>
<td>4.784e-02</td>
<td>-2.287e-01</td>
</tr>
<tr>
<td></td>
<td>(1.664e-01)</td>
<td>(1.008)</td>
<td>(1.143e-02)</td>
<td>(2.747e-02)</td>
<td>(-1.600e-03)</td>
<td>(4.201e-03)</td>
<td>(4.801e-02)</td>
<td>(-2.292e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.634e-02)</td>
<td>(7.471e-01)</td>
<td>(3.644e-03)</td>
<td>(1.542e-02)</td>
<td>(-3.707e-04)</td>
<td>(1.637e-03)</td>
<td>(2.669e-02)</td>
<td>(-2.143e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>7.019e-03</td>
<td>2.916e-01</td>
<td>1.974e-04</td>
<td>3.863e-03</td>
<td>-1.219e-05</td>
<td>2.441e-04</td>
<td>2.893e-03</td>
<td>-1.034e-01</td>
</tr>
<tr>
<td></td>
<td>(7.289e-03)</td>
<td>(3.006e-01)</td>
<td>(2.061e-04)</td>
<td>(4.025e-03)</td>
<td>(-1.238e-05)</td>
<td>(2.455e-04)</td>
<td>(2.973e-03)</td>
<td>(-1.071e-01)</td>
<td></td>
</tr>
</tbody>
</table>

Note: \( s, b, h₁, h₂, U₁, U₂, \nabla \cdot V₁ \) and \( \nabla \cdot V₂ \) are surface and CMB topographies, surface and CMB geoid, surface and CMB characteristic velocities, and surface and CMB velocity divergence, respectively. The numbers in parentheses are analytical solutions. We use the notation that 4e-4 represents \( 4 \times 10^{-4} \).
lations are for \( m = 0 \), CitcomS calculations with nonzero \( m \) show nearly identical relative errors.

The second set of calculations differ from the first only in having a layered viscosity structure in which the top 179.156 km (i.e., four elements) of the mantle has a viscosity \( 10^4 \) times higher than the layer below. The results from CitcomS again agree well with those from the propagator matrix method for this set of calculations with large radial viscosity variations (Figure 2 and Table 3). Notice that with the high-viscosity top layer, the response functions for characteristic horizontal velocity and velocity divergence at the surface are nearly zero, regardless of the depth of the buoyancy force (Figures 2e and 2g).

We also compute the response functions with no self-gravitational effects. As pointed out earlier, self-gravitational effects do not affect flow velocity. However, they affect interpretations of the pressure in equations (12) and (7) (i.e., the reduced pressure versus pressure) and definitions of dynamic topography in equations (28) and (31) and geoid. More specifically, with no self-gravitation, we need to remove the \( \rho_0 \delta g \) term from equation (2) and the gravitational potential terms from equations (7), (28), and (31). Figure 3 compares the response functions of surface and CMB topography and geoid from CitcomS and the propagator matrix method solutions for both isoviscous (Figures 3a–3d) and layered viscosity (Figures 3e–3h) models. Table 4 shows the results at the depth of \( d/2 \) for both isoviscous and layered viscosity calculations with no self-gravitation. It is clear that self-gravitation causes relatively large difference for topography and geoid at low spherical harmonics or long-wavelengths (Figures 1–3). These results suggest that CitcomS reproduces the propagator matrix method solutions well with similar accuracy to that with self-gravitational effects.

It is worthwhile to point out that including self-gravitational effects on topography and geoid does not add any additional solution cost for Stokes’ flow, compared to that without the effect. This is because self-gravitation only affects the interpretation of pressure in the momentum equation. Therefore, self-gravitation can be accounted for as a postprocessing process in the Stokes’ flow modeling.

We now present resolution tests to examine convergence of the benchmarks. For the first set of benchmark calculations with a uniform viscosity structure, the response functions at depths of \( d/4, d/2 \) and \( 3d/4 \) are computed at three other numerical resolutions: \( 12 \times (24 \times 24 \times 24), 12 \times (32 \times 32 \times 32), \) and \( 12 \times (48 \times 48 \times 48) \). In general, relative errors of response functions from CitcomS calculations decrease with increasing resolution (Figures 4a and 4b for the errors of the surface and CMB response functions at a depth of \( d/2 \) and \( l = 5 \), respectively). A number of general conclusions can be drawn from these results about relative errors.

1. The relative errors for all the response functions decrease approximately as the square of numerical resolution, suggesting that the response function calculations from CitcomS are second order accurate. This result is interesting but needs to be better understood, because with the linear elements used in CitcomS, while the velocity field is expected to be second-order accurate, topography and divergence that are related to the derivatives of velocity are expected to be first-order accurate.

2. The relative errors for the response functions of the geoid are larger than those for other response functions. This is because the geoid results from subtraction of contributions from the buoyancy and topography which are comparable in amplitudes but are much larger than the geoid itself.

3. The relative errors for horizontal characteristic velocity are the smallest.

The relative errors for the surface response functions (Figure 4a) show similar behaviors to those for the CMB response functions (Figure 4b). The errors for longer wavelength response functions are also smaller than those for shorter wavelengths (Figures 4c and 4d for \( l = 2 \) and \( l = 15 \), respectively). The relative errors for the surface response functions appear to be larger at shallower depths (Figures 4e and 4f for depths of \( 3d/4 \) and \( d/4 \), respectively).

### 3.2. Calculations for Thermal and Thermochemical Convection

#### 3.2.1. Thermal Convection

Two sets of total 22 cases are presented here, one associated with tetrahedral symmetry and the other with cubic symmetry. \( Ra \) ranges from \( 7 \times \)
Figure 2. Same as in Figure 1 but for the second set (i.e., layered viscosity) of the Stokes’ flow benchmarks.
Table 3. Response Functions for the Second Set of Calculations of the Stokes’ Flow\(^a\)

<table>
<thead>
<tr>
<th>Depth</th>
<th>l</th>
<th>s</th>
<th>b</th>
<th>h(_l)</th>
<th>h(_b)</th>
<th>U(_l)</th>
<th>U(_b)</th>
<th>∇ \cdot V(_l)</th>
<th>∇ \cdot V(_b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25d</td>
<td>2</td>
<td>8.774e-01</td>
<td>7.981e-02</td>
<td>5.286e-02</td>
<td>-6.307e-03</td>
<td>-1.228e-05</td>
<td>1.547e-03</td>
<td>7.360e-05</td>
<td>-1.688e-02</td>
</tr>
<tr>
<td></td>
<td>(8.798e-01)</td>
<td>(7.981e-02)</td>
<td>(5.333e-02)</td>
<td>(-6.116e-03)</td>
<td>(-1.231e-05)</td>
<td>(1.543e-03)</td>
<td>(7.384e-05)</td>
<td>(-1.683e-02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.952e-01</td>
<td>1.250e-01</td>
<td>3.304e-02</td>
<td>2.513e-03</td>
<td>-1.961e-06</td>
<td>7.100e-04</td>
<td>5.860e-05</td>
<td>-3.861e-02</td>
</tr>
<tr>
<td></td>
<td>(7.976e-01)</td>
<td>(1.254e-01)</td>
<td>(3.326e-02)</td>
<td>(2.543e-03)</td>
<td>(-1.964e-06)</td>
<td>(7.093e-04)</td>
<td>(5.893e-05)</td>
<td>(-3.869e-02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>6.859e-01</td>
<td>7.892e-02</td>
<td>2.253e-02</td>
<td>1.756e-03</td>
<td>-6.491e-07</td>
<td>2.192e-04</td>
<td>4.629e-05</td>
<td>-2.844e-02</td>
</tr>
<tr>
<td></td>
<td>(6.913e-01)</td>
<td>(7.955e-02)</td>
<td>(2.284e-02)</td>
<td>(1.778e-03)</td>
<td>(-6.509e-07)</td>
<td>(2.191e-04)</td>
<td>(4.687e-05)</td>
<td>(-2.869e-02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.501e-01)</td>
<td>(8.396e-03)</td>
<td>(1.028e-02)</td>
<td>(1.290e-04)</td>
<td>(-1.103e-07)</td>
<td>(7.999e-06)</td>
<td>(2.647e-05)</td>
<td>(-3.490e-03)</td>
<td></td>
</tr>
<tr>
<td>0.5d</td>
<td>2</td>
<td>6.102e-01</td>
<td>4.358e-01</td>
<td>5.784e-02</td>
<td>6.701e-03</td>
<td>-1.258e-05</td>
<td>5.556e-03</td>
<td>7.543e-05</td>
<td>-6.064e-02</td>
</tr>
<tr>
<td></td>
<td>(6.104e-01)</td>
<td>(4.354e-01)</td>
<td>(5.784e-02)</td>
<td>(6.754e-03)</td>
<td>(-1.258e-05)</td>
<td>(5.556e-03)</td>
<td>(7.540e-05)</td>
<td>(-6.061e-02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.552e-01</td>
<td>5.093e-01</td>
<td>2.682e-02</td>
<td>1.487e-02</td>
<td>-1.574e-06</td>
<td>2.588e-03</td>
<td>4.703e-05</td>
<td>-1.407e-01</td>
</tr>
<tr>
<td></td>
<td>(4.567e-01)</td>
<td>(5.110e-01)</td>
<td>(2.696e-02)</td>
<td>(1.496e-02)</td>
<td>(-1.577e-06)</td>
<td>(2.587e-03)</td>
<td>(4.730e-05)</td>
<td>(-1.411e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.928e-01)</td>
<td>(3.323e-01)</td>
<td>(1.268e-02)</td>
<td>(7.963e-03)</td>
<td>(-3.654e-07)</td>
<td>(8.598e-04)</td>
<td>(2.631e-05)</td>
<td>(-1.126e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>7.913e-02</td>
<td>5.287e-02</td>
<td>2.129e-03</td>
<td>7.925e-04</td>
<td>-2.416e-08</td>
<td>4.974e-05</td>
<td>5.593e-06</td>
<td>-2.099e-02</td>
</tr>
<tr>
<td></td>
<td>(8.166e-02)</td>
<td>(5.497e-02)</td>
<td>(2.211e-03)</td>
<td>(8.298e-04)</td>
<td>(-2.436e-08)</td>
<td>(5.040e-05)</td>
<td>(5.846e-06)</td>
<td>(-2.199e-02)</td>
<td></td>
</tr>
<tr>
<td>0.75d</td>
<td>2</td>
<td>2.930e-01</td>
<td>8.186e-01</td>
<td>3.506e-02</td>
<td>1.645e-02</td>
<td>-6.881e-06</td>
<td>7.007e-03</td>
<td>4.125e-05</td>
<td>-7.653e-02</td>
</tr>
<tr>
<td></td>
<td>(2.927e-01)</td>
<td>(8.192e-01)</td>
<td>(3.500e-02)</td>
<td>(1.650e-02)</td>
<td>(-6.879e-06)</td>
<td>(7.009e-03)</td>
<td>(4.127e-05)</td>
<td>(-7.664e-02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.811e-01)</td>
<td>(9.128e-01)</td>
<td>(1.263e-02)</td>
<td>(2.272e-02)</td>
<td>(-7.054e-07)</td>
<td>(3.688e-03)</td>
<td>(2.116e-05)</td>
<td>(-2.012e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>8.339e-02</td>
<td>7.262e-01</td>
<td>4.055e-03</td>
<td>1.474e-02</td>
<td>-1.159e-07</td>
<td>1.596e-03</td>
<td>8.263e-06</td>
<td>-2.074e-01</td>
</tr>
<tr>
<td></td>
<td>(8.421e-02)</td>
<td>(7.321e-01)</td>
<td>(4.105e-03)</td>
<td>(1.493e-02)</td>
<td>(-1.164e-07)</td>
<td>(1.596e-03)</td>
<td>(8.384e-06)</td>
<td>(-2.089e-01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>8.401e-03</td>
<td>2.915e-01</td>
<td>2.419e-04</td>
<td>3.862e-03</td>
<td>-5.884e-09</td>
<td>2.441e-04</td>
<td>6.371e-07</td>
<td>-1.033e-01</td>
</tr>
</tbody>
</table>

\(^a\)Note: See Table 2 for notations.
Figure 3. Radial dependences of response functions of (a) surface topography, (b) CMB topography, (c) surface geoid, and (d) CMB geoid for spherical harmonic degrees 2, 5, 8, and 15 from analytic (solid lines) and CitcomS (dashed lines) solutions for the first set of the Stokes’ flow benchmarks with no self-gravitational effects. (e, f, g, and h) The corresponding results for the second set of the Stokes’ flow benchmarks with no self-gravitational effects.
10^3 to 10^5 and viscosity variations due to its temperature-dependence, \( \Delta \eta = \exp(E) \), ranges from 1 (i.e., isoviscous) for mobile-lid convection to 10^7 for stagnant lid convection (Table 5). For cases with \( Ra = 7 \times 10^3 \), we use 12 \( \times (32 \times 32 \times 32) \) elements, and for cases with \( Ra = 10^4, 10^5, \) and \( 10^7 \) (Cases A1–A9 in Table 5 for definitions of these cases). The initial condition is the same for these cases with \( \varepsilon_c = \varepsilon_s = 0.01 \) and \( l = 3 \) and \( m = 2 \) in equation (17). The first three cases, A1–A3, were also presented by Stemmer et al. [2006], Ratcliff et al. [1996a], and Yoshida and Kageyama [2004], while Bercovici et al. [1989] and Zhong et al. [2000] computed just case A1. All these cases are computed to a steady state; the time dependences of \( \langle T \rangle \), \( \langle V_{rms} \rangle \), and \( Nu_t \) for three different cases are shown in Figures 5a–5c, respectively. In general, cases with large \( \Delta \eta \) require more time steps to reach a steady state (Table 5). Only the first five cases, A1–A5, display tetrahedral symmetry in steady states (Figures 6a–6c). The last three cases, A7–A9 are in stagnant-lid convection regime, with a large number of small plumes at depth (Figures 6e and 6f) [Tackley, 1993; Ratcliff et al., 1996b]. Case A6 with \( \Delta \eta \) of 10^4 is a transitional case that shows convective planform with much longer wavelengths; the planform is largely spherical harmonic degree-1 (Figure 6d). The steady state radial dependence of horizontally averaged temperature and RMS velocity (Figures 7a and 7b) further confirm that cases A7–A9 with their negligibly small flow velocity near the surface and high interior temperature are in stagnant-lid convection regime.

Table 6 shows time-averaged steady state results of \( Nu_t, Nu_h, \langle T \rangle, \langle V_{rms} \rangle, V_{r md \ max}, V_{r md \ min}, T_{md \ max}, \) and \( T_{md \ min} \) and their comparisons with previous studies when they are available. In addition to these averaged values, Table 6 also gives the time interval from \( t_1 \) to \( t_2 \) over which the averages and the standard deviations are
The results are at steady state, as demonstrated by the small standard deviations. Cases A1–A3 were published previously by Stemmer et al. [2006], Ratcliff et al. [1996a], and Yoshida and Kageyama [2004]. The results from CitcomS compare well with these previous studies (Table 6). For these cases, Stemmer et al. [2006] used numerical grids with $48 \times (6 \times 48 \times 48)$...
Table 5. Convection Benchmark and Test Cases

<table>
<thead>
<tr>
<th>Case</th>
<th>Style</th>
<th>( \Delta \eta )</th>
<th>I.C.</th>
<th>Resolution</th>
<th>Np</th>
<th>Time Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>1</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A2</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>10</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A3</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>20</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A4</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^2 )</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A5</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^3 )</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A6</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^4 )</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A7</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^5 )</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A8</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^6 )</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>A9</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^7 )</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B1</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>1 (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B2</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>20 (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B3</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>30 (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B4</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^3 ) (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B5</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^3 ) (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B6</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^4 ) (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B7</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^5 ) (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B8</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^6 ) (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B9</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^7 ) (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 32 )</td>
<td>–</td>
</tr>
<tr>
<td>B9H</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^7 )</td>
<td>B9</td>
<td>12 ( \times 48 )</td>
<td>–</td>
</tr>
<tr>
<td>B9HH</td>
<td>W</td>
<td>( 7 \times 10^3 )</td>
<td>( 10^7 )</td>
<td>B9H</td>
<td>12 ( \times 64 )</td>
<td>–</td>
</tr>
<tr>
<td>C1</td>
<td>W</td>
<td>( 10^3 )</td>
<td>1 (4, 0) + (4, 4)</td>
<td>(3, 2)</td>
<td>12 ( \times 48 )</td>
<td>–</td>
</tr>
<tr>
<td>C2</td>
<td>W</td>
<td>( 10^3 )</td>
<td>10 C1</td>
<td>12 ( \times 48 )</td>
<td>–</td>
<td>30,000</td>
</tr>
<tr>
<td>C3</td>
<td>W</td>
<td>( 10^3 )</td>
<td>30 C1</td>
<td>12 ( \times 48 )</td>
<td>–</td>
<td>35,000</td>
</tr>
<tr>
<td>C3H</td>
<td>W</td>
<td>( 10^3 )</td>
<td>30 C3</td>
<td>12 ( \times 64 )</td>
<td>–</td>
<td>15,000</td>
</tr>
<tr>
<td>C4</td>
<td>W</td>
<td>( 10^3 )</td>
<td>100 C3</td>
<td>12 ( \times 48 )</td>
<td>–</td>
<td>54,000</td>
</tr>
<tr>
<td>D1a</td>
<td>L</td>
<td>( 10^3 )</td>
<td>1 C1</td>
<td>12 ( \times 48 )</td>
<td>15</td>
<td>14,000</td>
</tr>
<tr>
<td>D1b</td>
<td>L</td>
<td>( 10^3 )</td>
<td>1 C1</td>
<td>12 ( \times 48 )</td>
<td>30</td>
<td>14,000</td>
</tr>
<tr>
<td>D1c</td>
<td>L</td>
<td>( 10^3 )</td>
<td>1 C1</td>
<td>12 ( \times 64 )</td>
<td>15</td>
<td>22,000</td>
</tr>
<tr>
<td>D1d</td>
<td>L</td>
<td>( 10^3 )</td>
<td>1 C1</td>
<td>12 ( \times 96 )</td>
<td>10</td>
<td>39,500</td>
</tr>
<tr>
<td>D1a_4RK</td>
<td>L</td>
<td>( 10^5 )</td>
<td>1 C1</td>
<td>12 ( \times 48 )</td>
<td>15</td>
<td>14,000</td>
</tr>
<tr>
<td>D2a</td>
<td>L</td>
<td>( 10^5 )</td>
<td>30 C3</td>
<td>12 ( \times 48 )</td>
<td>15</td>
<td>13,500</td>
</tr>
<tr>
<td>D2b</td>
<td>L</td>
<td>( 10^5 )</td>
<td>30 C3</td>
<td>12 ( \times 64 )</td>
<td>15</td>
<td>18,500</td>
</tr>
<tr>
<td>D2a_4RK</td>
<td>L</td>
<td>( 10^5 )</td>
<td>30 C3</td>
<td>12 ( \times 48 )</td>
<td>15</td>
<td>14,000</td>
</tr>
</tbody>
</table>

*W* stands for whole mantle thermal convection models, while “L” is for layered mantle convection models. For all the “L” cases, the buoyancy number \( \beta \) is 1, and other parameters are given in text.

b.I.C. represents the initial conditions. For spherical harmonic perturbations, (3, 2) stands for \( l = 3 \) and \( m = 2 \) and leads to tetrahedral symmetry plainer of mantle convection, and (4, 0) + (4, 4) stands for perturbations at two distinct wavelengths, one with \( l = 4 \) and \( m = 0 \) and the other with \( l = 4 \) and \( m = 4 \), and such perturbations lead to cubic symmetry plainer. C1 means that the case used case C1’s steady state temperature field as an initial condition. For cases B9H, B9HH, C3H, D1c, D1d, and D2b with higher resolution, initial temperature is taken from interpolated temperature from the steady state temperature for cases B9, B9H, and C3, respectively. More details for initial conditions are given in text.

Np, only relevant for “L” cases, is the initial average number of tracers per element.

3.2.1.2. Cases With Cubic Symmetry and its Variations

For cubic symmetry cases with \( Ra = 7 \times 10^3 \), we use the initial condition similar to Ratcliff et al. [1996a]:

\[
T(r, \theta, \phi) = \frac{r_0 (r - r_1)}{r (r_0 - r_1)} + \varepsilon_c \left[ \frac{G0(\theta, \phi) + \frac{5}{7} \cos(4\phi) p_{44}(\theta, \phi)}{r (r_0 - r_1)} \right] \cos(4\phi) \sin(\phi)
\]

where \( \varepsilon_c = 0.01 \) and \( \sin(m\phi) \) is excluded. We computed cases with temperature dependent viscosity with \( \Delta \eta \) of 1, 10, 20, \( 10^2 \), \( 10^3 \), \( 10^4 \), \( 10^5 \), and \( 10^6 \), respectively.

Cells, and Yoshida and Kageyama [2004] used \( 102 \times (102 \times 204) \) cells, where the numbers inside and outside parentheses represent horizontal and radial grid points, respectively. Ratcliff et al. [1996a] used different resolutions for cubic and tetrahedral symmetry cases, as they considered the symmetry of these cases and did not compute models in a full sphere. For the tetrahedral cases in the work of Ratcliff et al. [1996a], the equivalent resolution is 32, 32, and 64 cells in radial, colatitude, and longitude directions, respectively. For cubic symmetry cases to be discussed later, the corresponding resolution is 32, 64, and 128, respectively.
and $10^7$ (Cases B1–B9 in Table 5 for definitions of all cases). The first three cases, B1–B3, can again be compared with previous studies. The first six cases (B1–B6) display cubic symmetry with six upwelling plumes (Figures 8a–8c for cases B1, B3, and B5). In contrast to the tetrahedral cases, the thermal structure in Case B6 with $D_h$ of $10^4$ also shows the same cubic symmetry as cases with smaller viscosity contrast. The last three cases B7–B9 show stagnant lid convection that displays a large number of plumes (Figures 8d–8e for cases B7 and B9).

Table 7 shows the output results and comparisons with previous studies when available in the same format as in Table 6. Cases B1–3 were published by Stemmer et al. [2006], Ratcliff et al. [1996a], and Yoshida and Kageyama [2004], and the results from CitcomS compare well with theirs. There is a small difference in $Nu$ (i.e., heat flux) between the tetrahedral and cubic symmetry cases with the same $Ra$ and $\Delta \eta$ (Tables 6 and 7), suggesting that $Nu$ is weakly dependent on convective planform. For case B9, a resolution test with two sets of higher resolution: $12 \times (48 \times 48 \times 48)$

### Figure 5

Time dependence of (a) volume-averaged temperature, $\langle T \rangle$, (b) root-mean-square (RMS) velocity, $\langle V_{rms} \rangle$, and (c) surface Nusselt number, $Nu_s$, for cases A1 (thin solid line), A3 (thick solid line), and A8 (dashed line).
and 12 \times (64 \times 64 \times 64)$, indicates that our results are robust.

For cases C1–4 with $Ra = 10^5$ and $\Delta \eta$ of 1, 10, 30, and 100 (Table 5), the steady state thermal structure also shows a cubic symmetry (Figures 8g–8i). However, due to the increased $Ra$, downwelling and upwelling plumes are thinner, compared with those from cases with smaller $Ra$. We used equation (47) as the initial condition only for case C1 with uniform viscosity. In order to preserve the cubic symmetry of the flow, the steady state temperature from case C1 is used as an initial condition for cases C2 and C3, and the steady state temperature from case C3 is used as initial condition for case C4 (Table 5). We found that if equation (47) is used as initial conditions for these temperature-dependent viscosity with $Ra = 10^5$, the planform with cubic symmetry does not develop and rather displays a large number of plumes.

Table 8 shows the results from CitcomS for cases C1–C4 and comparisons with Ratcliff et al. [1996a] for cases C1–C3. While the results from CitcomS compares reasonably well with Ratcliff et al. [1996a], the differences are significantly larger than those for small $Ra$ cases presented earlier. We think that the differences are probably caused by the resolution difference. Ratcliff et al. [1996a] used the same resolution (i.e., 32, 64, and 128 cells in radial, colatitude, and longitude directions, respectively) for all their cubic symmetry cases of different $Ra$. In addition, Ratcliff et al. [1996a] used steady state temperature from smaller $Ra$ cases as initial conditions for higher $Ra$ cases. We think that cases with $Ra = 10^5$ may require higher resolution. For case C3, we also performed a resolution study with case C3H of higher resolution (Table 5). For case C3H, the initial temperature was taken from an interpolated temperature from the steady state temperature of case C3. This resolution study shows that our results are well resolved (Table 7).

### 3.2.2. Thermochemical Convection

An earlier study using CitcomS for thermochemical convection focused on the accuracy of tracer advection algorithm and conservation of total composition [McNamara and Zhong, 2004]. Here, we present test calculations that include additional outputs such as heat flux. For our thermochemical convection models, a dense layer with a density corresponding to a buoyancy number $B = 1$ is initially placed at the bottom of the mantle from the CMB to $r_{comp} = 0.775$, and there is no topography at the density interface. The initial
For case D1a with uniform mantle viscosity of 1 (Table 5), initial temperature was taken from a steady state temperature for case C1 (Figure 8g). The averaged number of tracers per element is 15. Because of differences in element size, the number of tracers per element in the lower mantle is less than that for the upper mantle. We computed case D1a for 14,000 time steps. Figures 9a and 9b show the representative thermal and compositional fields after the solutions have reached a statistically steady state.

For case D1a, the volume of the dense component decreases with time due to numerical errors, as indicated by the relative error in conserving the total volume of the dense component $\varepsilon_V$ (the thin solid line in Figure 10a). However, the error is limited to less than 2% for this case. The volume of entrained dense component to the top layer $C_e$ increases with time (the thin solid line in Figure 10b). At the end of the calculation, $C_e$ is about 0.12, close to 10% of the initial volume of the dense layer. The time dependences of RMS velocity, $\langle V_{rms} \rangle$ (Figure 10c), and surface $Nu$ (Figure 10d) suggest that this case reaches a statistically steady state. Similar to thermal convection cases, the time averaged steady state results of $\langle T \rangle$, $\langle V_{rms} \rangle$, $Nu$ and other measurements are presented in Table 8.

Cases D1b, D1c, and D1d are computed and they differ from case D1a only in having more particles and higher resolution, respectively (Table 5). These cases show nearly identical time dependence in $\langle V_{rms} \rangle$, and $Nu$, compared to those for case D1a (Figures 10c and 10d), indicating that case D1a is well resolved for these physical quantities. While the increased number of particles in case D1b does not affect the entrainment results nor conservation of the dense component, the increased resolution in cases D1c and D1d greatly reduces the entrainment and errors in conserving the total volume of the dense component (Figures 10a and 10b). This suggests that entrainment is more sensitive to numerical resolution and is not well resolved in these calculations, consistent...
Table 6. Results for Cases With Tetrahedral Symmetry and its Variations

<table>
<thead>
<tr>
<th>Case</th>
<th>t₁</th>
<th>t₂</th>
<th>(\langle V_{rms}\rangle)</th>
<th>Nu₁</th>
<th>Nu₀</th>
<th>(\langle T\rangle)</th>
<th>(T_{md_min})</th>
<th>(T_{md_max})</th>
<th>(V_{r_md_min})</th>
<th>(V_{r_md_max})</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.7</td>
<td>1.0</td>
<td>32.66(6e-4)</td>
<td>3.5126(2e-4)</td>
<td>3.4919(1e-5)</td>
<td>0.2171(2e-5)</td>
<td>0.01761(6e-6)</td>
<td>0.8976(3e-5)</td>
<td>−29.96(4e-3)</td>
<td>114.9(2e-3)</td>
</tr>
<tr>
<td>SHH</td>
<td>32.59</td>
<td>3.4864</td>
<td></td>
<td>3.4864</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSZ</td>
<td>32.19</td>
<td>3.4423</td>
<td></td>
<td>3.4423</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YK</td>
<td>32.09</td>
<td>3.4430</td>
<td></td>
<td>3.4430</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>1.0</td>
<td>1.3</td>
<td>27.36(1e-4)</td>
<td>3.2674(1e-5)</td>
<td>3.2491(1e-5)</td>
<td>0.2360(3e-7)</td>
<td>0.02130(3e-6)</td>
<td>0.9090(2e-5)</td>
<td>−17.16(2e-3)</td>
<td>140.2(7e-3)</td>
</tr>
<tr>
<td>SHH</td>
<td>27.26</td>
<td>3.2398</td>
<td></td>
<td>3.2398</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSZ</td>
<td>26.80</td>
<td>3.2337</td>
<td></td>
<td>3.2337</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>0.6</td>
<td>0.9</td>
<td>25.85(1e-3)</td>
<td>3.1724(3e-4)</td>
<td>3.1548(1e-5)</td>
<td>0.2432(3e-5)</td>
<td>0.02324(9e-6)</td>
<td>0.9136(4e-6)</td>
<td>−15.01(2e-3)</td>
<td>148.2(2e-3)</td>
</tr>
<tr>
<td>SHH</td>
<td>25.73</td>
<td>3.1447</td>
<td></td>
<td>3.1450</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSZ</td>
<td>25.69</td>
<td>3.1615</td>
<td></td>
<td>3.1615</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YK</td>
<td>26.11</td>
<td>3.1330</td>
<td></td>
<td>3.1330</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td>1.5</td>
<td>2.0</td>
<td>23.11(3e-4)</td>
<td>2.9354(4e-5)</td>
<td>2.9205(3e-5)</td>
<td>0.2653(2e-6)</td>
<td>0.03321(4e-6)</td>
<td>0.9255(2e-4)</td>
<td>−10.7(2e-3)</td>
<td>171.3(0.1)</td>
</tr>
<tr>
<td>A5</td>
<td>1.0</td>
<td>1.5</td>
<td>22.90(3e-3)</td>
<td>2.5468(5e-4)</td>
<td>2.5352(4e-4)</td>
<td>0.3124(1e-5)</td>
<td>0.06951(3e-5)</td>
<td>0.9452(1e-3)</td>
<td>−6.972(0.1)</td>
<td>226.7(1.4)</td>
</tr>
<tr>
<td>A6</td>
<td>2.6</td>
<td>3.6</td>
<td>29.21(8e-2)</td>
<td>2.0414(4.1e-3)</td>
<td>2.0327(5.1e-3)</td>
<td>0.3511(1.3e-3)</td>
<td>0.1523(4e-4)</td>
<td>0.9603(2.0e-3)</td>
<td>−21.13(1.5)</td>
<td>298.4(3.8)</td>
</tr>
<tr>
<td>A7</td>
<td>1.2</td>
<td>1.7</td>
<td>50.21(8e-3)</td>
<td>2.7382(5e-4)</td>
<td>2.743(1e-5)</td>
<td>0.5039(1e-4)</td>
<td>0.2701(2e-4)</td>
<td>0.9437(4e-4)</td>
<td>−23.98(0.09)</td>
<td>298.2(1.8)</td>
</tr>
<tr>
<td>A8</td>
<td>0.8</td>
<td>1.0</td>
<td>87.27(0.04)</td>
<td>3.0317(2.8e-3)</td>
<td>3.0685(3.4e-3)</td>
<td>0.5461(1e-4)</td>
<td>0.4838(3.1e-3)</td>
<td>0.9661(7e-4)</td>
<td>−47.11(0.20)</td>
<td>749.6(5.0)</td>
</tr>
<tr>
<td>A9</td>
<td>0.48</td>
<td>0.54</td>
<td>157.6(0.04)</td>
<td>3.5634(1.1e-3)</td>
<td>3.6076(1.1e-3)</td>
<td>0.5953(1e-4)</td>
<td>0.5713(9e-4)</td>
<td>0.9744(1e-4)</td>
<td>−125.3(0.18)</td>
<td>1399(1)</td>
</tr>
</tbody>
</table>

*a* Here \(t_1\) and \(t_2\) are the starting and ending times for computing the averages. Other symbols are defined in the text. The numbers in parentheses are standard deviations. SHH is stemmer et al. [2006], RSZ is Ratcliff et al. [1996a], and YK is Yoshida and Kageyama [2004]. No standard deviations were given in these previous studies.
with previous studies [van Keken et al., 1997; Tackley and King, 2003; McNamara and Zhong, 2004].

[78] Radial dependences of horizontally averaged temperature, composition, and RMS velocity for cases D1a, D1c, and D1d at statistically steady states are shown in Figures 11a–11c, respectively. The temperature and composition plots clearly show two-layer convection with a compositional boundary in the middle of the mantle and three thermal boundary layers.

[79] Case D2a and its high resolution version case D2b employ a temperature-dependent viscosity with $\Delta \eta = 30$ (Table 5) but are otherwise same as cases D1a and D1c. Initial temperature field is taken from case C3. The averaged number of particles per element is 15 for both cases. The results are generally similar to those with uniform viscosity (see Figures 9, 10, and 11 and Table 8). A noticeable difference is that with temperature-dependent viscosity, convection in the bottom layer is more vigorous (Figure 11f). The averaged quantities from case D2a are well resolved, by comparing with those from high-resolution case D2b.

[80] For the two thermochemical cases with different numerical resolution (cases D1a, D1c, and D1d for the isoviscous case and cases D2a and D2b for variable viscosity case in Table 5), while all other measures are consistent (Figures 10 and 11 and Table 8), the largest difference caused by the resolution seems to be associated with maximum and minimum radial velocities at the midmantle depth (Table 8). This may be caused by the time-dependent nature of thermochemical convection.
Table 7. Results for Cases With Cubic Symmetry and its Variations

<table>
<thead>
<tr>
<th>Case</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$\langle V_{rms}\rangle$</th>
<th>$Nu_t$</th>
<th>$Nu_b$</th>
<th>$\langle T \rangle$</th>
<th>$T_{md_min}$</th>
<th>$T_{md_max}$</th>
<th>$V_{r_md_min}$</th>
<th>$V_{r_md_max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>1.2</td>
<td>1.7</td>
<td>31.09(1e-4)</td>
<td>3.6254(1e-5)</td>
<td>3.6016(1e-5)</td>
<td>0.2176(6e-7)</td>
<td>0.02759(2e-6)</td>
<td>0.8654(5e-6)</td>
<td>-34.60(8e-4)</td>
<td>109.3(2e-4)</td>
</tr>
<tr>
<td>SHI</td>
<td></td>
<td></td>
<td>31.02</td>
<td>3.5982</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSZ</td>
<td></td>
<td></td>
<td>30.87</td>
<td>3.5806</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YK</td>
<td></td>
<td></td>
<td>30.52</td>
<td>3.5554</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0.8</td>
<td>1.1</td>
<td>25.13(7e-5)</td>
<td>3.3721(2e-5)</td>
<td>3.3513(3e-6)</td>
<td>0.2527(2e-6)</td>
<td>0.03979(6e-7)</td>
<td>0.8912(4e-7)</td>
<td>-17.97(3e-4)</td>
<td>135.2(4e-4)</td>
</tr>
<tr>
<td>SHI</td>
<td></td>
<td></td>
<td>24.98</td>
<td>3.3423</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSZ</td>
<td></td>
<td></td>
<td>25.17</td>
<td>3.3663</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YK</td>
<td></td>
<td></td>
<td>25.39</td>
<td>3.3280</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td>0.8</td>
<td>1.2</td>
<td>24.35(8e-5)</td>
<td>3.3162(2e-5)</td>
<td>3.2960(4e-6)</td>
<td>0.2587(2e-6)</td>
<td>0.04222(1e-6)</td>
<td>0.8950(4e-7)</td>
<td>-16.37(3e-4)</td>
<td>139.0(5e-4)</td>
</tr>
<tr>
<td>SHI</td>
<td></td>
<td></td>
<td>24.20</td>
<td>3.2864</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSZ</td>
<td></td>
<td></td>
<td>24.57</td>
<td>3.1615</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td>1.0</td>
<td>1.3</td>
<td>22.49(2e-5)</td>
<td>3.1278(8e-6)</td>
<td>3.1093(1e-6)</td>
<td>0.2797(4e-7)</td>
<td>0.05228(4e-6)</td>
<td>0.9072(6e-7)</td>
<td>-12.3(4e-4)</td>
<td>152.3(4e-4)</td>
</tr>
<tr>
<td>B5</td>
<td>0.8</td>
<td>1.0</td>
<td>22.29(2e-4)</td>
<td>2.6780(2e-5)</td>
<td>2.6635(6e-6)</td>
<td>0.3304(3e-6)</td>
<td>0.09614(3e-5)</td>
<td>0.9331(7e-6)</td>
<td>-7.404(1e-3)</td>
<td>195.4(0.01)</td>
</tr>
<tr>
<td>B6</td>
<td>1.2</td>
<td>1.6</td>
<td>29.94(4e-3)</td>
<td>2.3416(1e-4)</td>
<td>2.3232(5e-4)</td>
<td>0.3527(2e-5)</td>
<td>0.1772(5e-4)</td>
<td>0.9593(1e-5)</td>
<td>-7.412(6e-3)</td>
<td>300.4(0.05)</td>
</tr>
<tr>
<td>B7</td>
<td>0.75</td>
<td>1.05</td>
<td>51.01(0.02)</td>
<td>2.6698(1.0e-3)</td>
<td>2.6733(3e-4)</td>
<td>0.4878(1e-4)</td>
<td>0.3491(3e-4)</td>
<td>0.9639(1e-4)</td>
<td>-21.19(0.07)</td>
<td>414.7(0.7)</td>
</tr>
<tr>
<td>B8</td>
<td>0.55</td>
<td>0.61</td>
<td>87.30(0.13)</td>
<td>3.0754(3e-4)</td>
<td>3.1073(1e-3)</td>
<td>0.5547(4e-5)</td>
<td>0.5146(1e-3)</td>
<td>0.9601(9e-4)</td>
<td>-49.45(9.0)</td>
<td>682.6(6.3)</td>
</tr>
<tr>
<td>B9</td>
<td>0.54</td>
<td>0.58</td>
<td>158.7(0.1)</td>
<td>3.4753(1.5e-3)</td>
<td>3.5171(2e-3)</td>
<td>0.5899(4e-5)</td>
<td>0.5532(2e-3)</td>
<td>0.9874(5e-4)</td>
<td>-121.6(0.4)</td>
<td>1830.3(9.5)</td>
</tr>
<tr>
<td>B9H</td>
<td>0.52</td>
<td>0.53</td>
<td>152.4(6e-3)</td>
<td>3.5332(2e-4)</td>
<td>3.5788(2e-4)</td>
<td>0.5912(1e-5)</td>
<td>0.5518(6e-4)</td>
<td>0.9791(1e-4)</td>
<td>-115.2(9.0)</td>
<td>1814.7(3.6)</td>
</tr>
<tr>
<td>B9HH</td>
<td>0.568</td>
<td>0.578</td>
<td>150.1(0.03)</td>
<td>3.5463(1e-4)</td>
<td>3.5780(2e-4)</td>
<td>0.5915(1e-5)</td>
<td>0.5577(5e-4)</td>
<td>0.9736(7e-5)</td>
<td>-118.0(0.2)</td>
<td>1765.2(0.6)</td>
</tr>
<tr>
<td>C1</td>
<td>0.255</td>
<td>0.315</td>
<td>154.8(0.04)</td>
<td>7.8495(5.4e-3)</td>
<td>7.7701(1.0e-3)</td>
<td>0.1728(2e-4)</td>
<td>0.02281(7e-5)</td>
<td>0.9454(2e-5)</td>
<td>-261.5(0.3)</td>
<td>982.6(0.4)</td>
</tr>
<tr>
<td>RSZ</td>
<td></td>
<td></td>
<td>157.5</td>
<td>7.5669</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>0.48</td>
<td>0.55</td>
<td>122.1(0.06)</td>
<td>7.0968(5.9e-3)</td>
<td>7.0505(1.3e-3)</td>
<td>0.1908(3e-4)</td>
<td>0.0271(7e-5)</td>
<td>0.9474(3e-5)</td>
<td>-145.0(0.2)</td>
<td>1088.2(0.1)</td>
</tr>
<tr>
<td>RSZ</td>
<td></td>
<td></td>
<td>127.3</td>
<td>7.0913</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>0.52</td>
<td>0.57</td>
<td>109.1(0.04)</td>
<td>6.7972(4.4e-3)</td>
<td>6.7182(9e-4)</td>
<td>0.2011(2e-4)</td>
<td>0.02954(4e-5)</td>
<td>0.9503(2e-5)</td>
<td>-108.7(0.1)</td>
<td>1194.4(0.1)</td>
</tr>
<tr>
<td>RSZ</td>
<td></td>
<td></td>
<td>113.6</td>
<td>6.8655</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3H</td>
<td>0.625</td>
<td>0.655</td>
<td>109.0(0.01)</td>
<td>6.7580(8e-4)</td>
<td>6.7240(3e-4)</td>
<td>0.2093(6e-5)</td>
<td>0.02973(3e-5)</td>
<td>0.9416(3e-5)</td>
<td>-108.7(0.1)</td>
<td>1183.3(0.1)</td>
</tr>
<tr>
<td>C4</td>
<td>0.825</td>
<td>0.925</td>
<td>98.90(0.02)</td>
<td>6.4803(1.9e-3)</td>
<td>6.4362(4e-4)</td>
<td>0.2168(1e-4)</td>
<td>0.03316(2e-5)</td>
<td>0.9563(3e-6)</td>
<td>-80.70(0.05)</td>
<td>1383.6(0.02)</td>
</tr>
</tbody>
</table>

*Note: See Table 6 for notations.*
Figure 9. Representative steady state (a) residual temperature and (b) compositional interface for Case D1a and (c) residual temperature and (d) compositional interface for Case D2a. For the thermal structure plots, blue and yellow isosurfaces are for \( dT = 0.15 \) and \( C_0 \), respectively.

Table 8. Results for Thermochemical Models\(^a\)

<table>
<thead>
<tr>
<th>Case</th>
<th>( \langle V_{rms} \rangle )</th>
<th>Nu(_a)</th>
<th>Nu(_b)</th>
<th>( \langle \bar{T} \rangle )</th>
<th>( T_{md, \text{min}} )</th>
<th>( T_{md, \text{max}} )</th>
<th>( V_{r, md, \text{min}} )</th>
<th>( V_{r, md, \text{max}} )</th>
<th>( \langle C \rangle )</th>
<th>( \langle C \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1a</td>
<td>48.93 (0.55)</td>
<td>3.402 (0.027)</td>
<td>3.374 (0.035)</td>
<td>0.305 (6e-4)</td>
<td>0.0187 (3e-3)</td>
<td>0.900 (7e-3)</td>
<td>-79.6 (9.0)</td>
<td>83.7 (6.1)</td>
<td>1.2288 (7e-4)</td>
<td>0.106 (8e-3)</td>
</tr>
<tr>
<td>D1b</td>
<td>49.01 (0.71)</td>
<td>3.409 (0.031)</td>
<td>3.350 (0.008)</td>
<td>0.304 (2e-3)</td>
<td>0.0182 (2e-3)</td>
<td>0.908 (8.0)</td>
<td>-84.8 (11)</td>
<td>99.9 (7.2)</td>
<td>1.2309 (9e-4)</td>
<td>0.113 (0.1)</td>
</tr>
<tr>
<td>D1c</td>
<td>50.22 (0.52)</td>
<td>3.499 (0.028)</td>
<td>3.459 (0.011)</td>
<td>0.307 (9e-3)</td>
<td>0.0175 (2e-3)</td>
<td>0.914 (5e-3)</td>
<td>-69.9 (6.1)</td>
<td>92.6 (4.3)</td>
<td>1.2530 (9e-4)</td>
<td>0.074 (6e-3)</td>
</tr>
<tr>
<td>D1d</td>
<td>50.03 (0.26)</td>
<td>3.508 (0.012)</td>
<td>3.488 (0.007)</td>
<td>0.309 (8e-3)</td>
<td>0.0172 (1e-3)</td>
<td>0.925 (4e-3)</td>
<td>-55.0 (5.3)</td>
<td>102 (3.5)</td>
<td>1.2427 (6e-4)</td>
<td>0.050 (4e-3)</td>
</tr>
<tr>
<td>D1a_4RK</td>
<td>49.24 (0.19)</td>
<td>3.421 (0.026)</td>
<td>3.363 (0.022)</td>
<td>0.304 (8e-3)</td>
<td>0.0203 (2e-3)</td>
<td>0.892 (6e-3)</td>
<td>-75.2 (6.0)</td>
<td>79.3 (6.5)</td>
<td>1.2297 (5e-4)</td>
<td>0.114 (1e-2)</td>
</tr>
<tr>
<td>D2a</td>
<td>50.53 (0.18)</td>
<td>3.375 (0.026)</td>
<td>3.336 (0.015)</td>
<td>0.376 (6e-4)</td>
<td>0.0508 (2e-3)</td>
<td>0.940 (4e-3)</td>
<td>-45.3 (3.7)</td>
<td>153.4 (11)</td>
<td>1.2041 (3e-3)</td>
<td>0.016 (1e-3)</td>
</tr>
<tr>
<td>D2b</td>
<td>51.15 (0.21)</td>
<td>3.421 (0.008)</td>
<td>3.403 (0.005)</td>
<td>0.373 (4e-4)</td>
<td>0.0570 (5e-3)</td>
<td>0.941 (3e-3)</td>
<td>-42.9 (2.9)</td>
<td>120.2 (8.2)</td>
<td>1.2183 (3e-3)</td>
<td>0.012 (1e-3)</td>
</tr>
<tr>
<td>D2a_4RK</td>
<td>50.50 (0.31)</td>
<td>3.377 (0.019)</td>
<td>3.344 (0.017)</td>
<td>0.373 (7e-4)</td>
<td>0.0525 (3e-3)</td>
<td>0.934 (5e-3)</td>
<td>-47.1 (4.2)</td>
<td>137.6 (2.2)</td>
<td>1.2019 (5e-3)</td>
<td>0.017 (2e-3)</td>
</tr>
</tbody>
</table>

\( ^a \)Note: The starting and ending times for averaging, \( t_1 = 0.49 \), and \( t_2 = 0.59 \) for cases D1a, D1b, D1c, D1d, and D1a_4RK, and \( t_1 = 0.23 \), and \( t_2 = 0.28 \) for cases D2a, D2b, and D2a_4RK. \( \langle C \rangle \) is the total volume of the dense component averaged between \( t_1 \) and \( t_2 \), and its initial value is 1.2526. See Table 6 for other notations.
Figure 10. Time dependences of relative errors in conserving the (a) total volume of the dense component, \( \varepsilon_V \), (b) entrained volume of the dense component, \( C_e \), (c) RMS velocity, \( \langle V_{rms} \rangle \), and (d) surface Nusselt number, \( N_u \), for cases D1a (thin solid lines), D1b (thick solid lines), D1c (thick dashed lines), D1d (thin dashed lines), and D1a_4RK (thin dotted lines). (e, f, g, and h) For cases D2a (thick solid lines), D2b (thin dashed lines), and D2a_4RK (thin solid lines). Notice that the lines for cases D2a and D2a_4RK are nearly identical.
the time evolution. Second, most other numerical algorithms in CitcomS including the energy equation solver, and momentum equation solver are all second-order accurate, and this may reduce the benefit from the fourth-order accurate scheme. On the basis of our test calculations, we suggest that when computational cost is not a concern (e.g., in 2-D modeling), the fourth-order Runge-Kutta scheme is preferred. However, for 3-D thermochemical convection problems when computational cost is an important factor (note that particle tracing may account for 60–70% of computational time for most of our thermochemical convection calculations presented here), a robust second-order predictor-corrector method may also work reasonably well.

4. Conclusions and Discussions

In this study, we presented benchmark and test calculations using the 3-D spherical finite element convection code CitcomS with two objectives: (1) to validate the accuracy of CitcomS and (2) to present comparison results for future studies. Two
classes of benchmark and test problems were studied: (1) the Stokes’ flow and (2) thermal and thermochemical convection.

For the Stokes’ flow problem, we computed response functions of characteristic flow velocity, topography, and geoid at the surface and CMB at different spherical harmonic degrees (i.e., wave-lengths) using CitcomS and we found that results from CitcomS agree well with those from analytic solutions using a propagator matrix method.

For thermal and thermochemical convection problems, using CitcomS we calculated 24 cases with different model parameters including Rayleigh number (7000 or $10^5$) and viscosity contrast due to temperature dependence (1 to $10^5$). For each case, we computed (statistically) steady state results of time-averaged surface and CMB Nusselt numbers, RMS velocity, averaged temperature, and maximum and minimum flow velocity and temperature at the midmantle depth and their standard deviation. For nine thermal convection cases with relatively small viscosity variations, comparisons with previously published results were possible and the comparisons show that CitcomS results are generally consistent with these previous studies with less than 1% difference. Where noticeable differences are observed at high Ra, resolution tests showed that our results are more robust. For thermochemical convection cases, in addition to outputs for thermal convection, we also quantified entrainment and the relative errors in conserving the volume of the dense component in the convection.

In this study, we limited our calculations to steady state cases at relatively small Ra with no internal heat generation. We suggest that future benchmark studies for spherical mantle convection should consider fully time-dependent cases at high Ra with internal heating. Moreover, benchmark studies should be done for other problems including the effects of compressibility, phase change, and nonlinear rheology. However, these topics are beyond the scope of this paper.

Appendix A: Calculations of the Geoid and Topography for the Stokes’ Flow

Calculations of the geoid and topography for the Stokes’ flow have been discussed extensively in the literature [Hager and Richards, 1989; Zhang and Christensen, 1993]. Here we briefly present the formulations and procedures that are used in this benchmark.

Starting with the continuity and momentum equations (1) and (8) and the buoyancy force given in equation (41), and using $R$, $\eta$, $\sigma_0g_0$, and $\sigma_0g_0R/\eta_b$ as scales for spatial coordinates, viscosity, stress (pressure), and velocity, respectively, equations (1) and (8) can be nondimensionalized to

$$\nabla \cdot \mathbf{u} = 0,$$

and

$$-\nabla P + \nabla \cdot \left[ \eta \left( \nabla \mathbf{u} + \nabla^T \mathbf{u} \right) \right] + \delta(r - r_0) \cos(\phi) p_m(\theta) e_r = 0.$$

For radially varying viscosity structure, these equations can be solved with a propagator matrix technique in a spherical harmonic spectral domain [e.g., Hager and O’Connell, 1981]. Since only cosine term is considered here in (A2), we may only need to include cosine terms in the analysis. The propagator matrix technique can directly yield solutions of reduced radial stress, $\sigma_{rr}$, and characteristic horizontal velocity, $U$, at the surface and CMB, for a given spherical harmonic degree $l$. Reduced radial stress, $\sigma_{rr}$, is used for determined the topography and geoid.

Using $\sigma_0/\Delta \rho_l$ as a scale for surface topography, $\sigma_0/\Delta \rho_b$ for CMB topography, and $4\pi GR\delta_0$ for gravitational potential, the dimensionless potentials and topography at the surface and CMB, for spherical harmonic degree $l$, are

$$s = -\sigma_{rr} + q_s \varphi_s,$$

and

$$b = \sigma_{rr} + q_b \varphi_b,$$

where equations (A3) and (A4) are derived from equations (28) and (33) and equations (A5) and (A6) are from equation (22), $r_b$, $r_s$, and $r_0$ are the dimensionless radial location of the CMB, surface, and the delta function buoyancy, respectively (note that $r_b = 0.55$ and $r_s = 1$), and

$$q_s = 4\pi GR\rho_m/g_0,$$

and

$$q_b = 4\pi GR\Delta \rho_b/g_0,$$

with the assumption that $\rho_m = \Delta \rho_l$.
With the four equations (A3)–(A6), the dimensionless potentials and topography at the surface and CMB, $s$, $b$, $\phi_2$, and $\phi_3$ can be solved for degree $l$. Once the dimensionless potentials are obtained, the dimensionless geoids at the surface and CMB can be determined with equation (34). In fact, if $4\pi G\rho_0/g_0$ is used as the geoid scale, then equations (A7) and (A8) can then be used to determine dimensionless geoids and topography at the surface and CMB.

For the Stokes’ flow benchmark calculations presented in this study, parameters needed to compute $q_s$ and $q_d$ in equations (A7) and (A8) are given as follows. $\rho_w = 3300$ kg m$^{-3}$, $\Delta\rho_h = 5400$ kg m$^{-3}$, $R = 6370000$ m, $g_0 = 9.8$ m s$^{-2}$, and $G = 6.67 \times 10^{-11}$ m$^3$ kg$^{-1}$ s$^{-2}$.

To use CitcomS for benchmark calculations of response functions for the Stokes’ flow problem, by comparing with equations (A1) and (A2), it is clear that we need to set $B = 0$ and $\zeta Ra = 1$ in equations (11) and (12), and take $T$ as in equation (44). CitcomS determines the CMB and surface reduced radial stresses on the numerical grid using a CBF method [Zhong et al., 1993], after solving the flow velocity and pressure. We transform the reduced radial stresses to a spherical harmonic spectral domain using the spherical harmonic expansion as discussed here may introduce dispersion errors at different spherical harmonics. However, for our calculations presented here, we found that such errors are generally much smaller than amplitude errors caused by numerical solutions of the governing equations.
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