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[1] The long-term rheological properties of the lithosphere are fundamental for understanding both surface tectonics and mantle dynamics on Earth. In this study, we have developed 3-D finite element models for computing the load-induced surface deformation and stress for lithosphere and mantle with realistic nonlinear viscoelastic rheology including the frictional sliding, low-temperature plasticity, and high-temperature creep. We have determined the lithospheric deformation and stress due to volcano loading in the Hawaiian Islands region for the last few million years. By comparing model predictions with seismic observations of the depth to the top of oceanic crust and depth dependence of seismicity in the Hawaiian Islands region, we have sought to constrain lithospheric rheology. Our calculations show that the load-induced surface deformation is controlled by low-temperature plasticity and frictional sliding but is insensitive to high-temperature creep. Lithospheric strength predicted from laboratory-derived low-temperature plasticity needs to be reduced significantly, and a frictional coefficient $\mu_f$ ranging from 0.1 to 0.7 is required in order to account for the observations. However, $\mu_f = 0.1$ weakens the shallow part of the lithosphere so much that it causes the minima in strain rate and stress to occur at too large depths to be consistent with the observed depth distribution of seismicity. Our results therefore suggest a value for $\mu_f$ between 0.25 and 0.7. Finally, the maximum stress that accumulates in the deformed lithosphere beneath the Hawaiian Islands is about 100–200 MPa for models that match the observations, and this stress may be viewed as the largest lithospheric stress on Earth.


1. Introduction

[2] An understanding of lithospheric rheology is fundamental to many branches of geodynamics including lithospheric dynamics, plate tectonics, mantle convection, and neotectonics. Two complementary approaches have been employed to study the rheology, and they are laboratory experiments on rock/crystal samples and modeling field-based observations. The focus to date has been the rheology of the mantle at sublithospheric conditions (i.e., at relatively high temperatures of $>1100^\circ$C), including laboratory deformation experiments for olivine [e.g., Hirth and Kohlstedt, 2003; Karato and Wu, 1993; Karato, 2008] and field-based studies such as postseismic deformation [e.g., Freed et al., 2010], glacial isostatic adjustment [e.g., Peltier, 1976; Mitrovica and Forte, 1997; Paulson et al., 2007], and dynamic topography and geoid [e.g., Hager and Richards, 1989; King, 1995].

These studies have provided important constraints on the rheology of the sublithospheric mantle that help understand not only fundamental geodynamic processes such as long-wavelength mantle convection and supercontinent cycles [e.g., Zhong et al., 2007a; Höink et al., 2012] but also societally important questions including glacial ice loss and sea level rise for the present-day Earth [e.g., Milne et al., 2009; A et al., 2013].

[3] However, mantle rheology at lithospheric conditions (i.e., temperature $<1100^\circ$C) is not as well understood [e.g., Mei et al., 2010]. Laboratory studies suggest that rock deformation at lithospheric conditions operates at three different and highly nonlinear regimes: brittle or frictional sliding, semi-brittle, and plastic flow (Figure 1) [e.g., Kohlstedt et al., 1995; Mei et al., 2010]. Brittle and frictional sliding dominate lithospheric deformation at relatively shallow depths and low temperatures where lithospheric strength (i.e., yield stress) is controlled by Byerlee’s law (Figure 1). At large depths and high temperatures, mantle deformation is controlled by two different mechanisms of plastic flow. For temperatures between $\sim400^\circ$C and $\sim800^\circ$C, mantle deformation is controlled by glide of dislocations with lattice resistance or the Peirles stress (i.e., low-temperature plasticity). For temperatures higher than $\sim800^\circ$C, the deformation is controlled by diffusion and dislocation creep (Figure 1). The semi-brittle regime is transitional between frictional sliding...
and plastic flow (i.e., low-temperature plasticity) with multiple deformation mechanisms, and lithospheric strength is not well defined for this regime [Kohlstedt and Mackwell, 2009]. The multiple deformation regimes and their nonlinearity greatly limit the efficacy of laboratory and field-based in situ studies of lithospheric rheology.

[4] An important aspect of the rheology of the lithosphere is the yield strength. Yield strength envelope considerations (Figure 1) suggest that the upper lithosphere in the brittle and semi-brittle regimes has a strength greater than 500 MPa [e.g., Kohlstedt and Mackwell, 2009]. Such a high lithospheric strength appears to be consistent with field-based observations of stresses in the vicinity of oceanic islands and seamounts from flexural loading calculations [e.g., Kanamori, 1980; Watts, 2001]. However, lithospheric stresses and strength appear heterogeneous with much smaller stresses (i.e., tens of MPa) inferred for plate boundaries and regions of active faulting from thermal, seismic, and tectonic considerations [Kanamori, 1980; Lachenbruch and Sass, 1988]. The reduced lithospheric stress and strength in these tectonic settings may be associated with the dynamics of the faulting process, elevated pore pressure (hydration and serpentinization) [e.g., Ruepke et al., 2009; Byerlee, 1978; Kohlstedt et al., 1995], or slow healing of preexisting faults [e.g., Gurnis et al., 2000].

[5] Plate tectonics is unique to Earth and has important controls on the dynamic evolution of our planet [e.g., Bercovici, 2003; Davaille and Jaupart, 1994]. However, it remains an open question as to how plate tectonics emerges from mantle convection for Earth and why other planets including Mars and Venus have stagnant lid mantle convection without plate tectonics [e.g., Bercovici, 2003]. Mantle convection modeling studies show that low lithospheric yield stress (~100–200 MPa) or small coefficient of friction (0.03–0.13) is the key to producing plate tectonics-like surface motions [e.g., Moresi and Solomatov, 1998; Tackley, 2000; Lenardic et al., 2003; Van Heck and Tackley, 2008; Foley and Becker, 2009]. While the required low lithospheric yield strength seems consistent with the reduced lithospheric strength for plate boundaries and faults [e.g., Kanamori, 1980], it is contradictory with >500 MPa yield stress from laboratory studies [e.g., Kohlstedt and Mackwell, 2009], some flexural loading studies [e.g., Watts, 2001], and in situ borehole measurements of the frictional coefficient of 0.6 [e.g., Zoback and Townend, 2001].

[6] The goal of this study is to constrain lithospheric rheology and stress by modeling the vertical displacement induced by volcanic loading associated with the emplacement of the Hawaiian Islands on the interior of the Pacific plate and comparing the modeled displacements with the observed. We use three-dimensional finite element loading models that include realistic viscoelasticity and lithospheric rheology constrained by recent laboratory studies (Figure 1), i.e., the yielding governed by the Byerlee’s law and low-temperature plasticity flow law [e.g., Mei et al., 2010]. The paper begins by reviewing the pertinent laboratory experiments on mantle rheology at lithospheric conditions and the relevant geophysical observations of lithospheric deformation in the region of the Hawaiian Islands volcano loads. We then describe the
loading model, the numerical methods, and the loads. Finally, we compare the observed and calculated deformation in an attempt to constrain mantle rheology in the interior of an oceanic lithospheric plate.

2. Lithospheric Rheology From Laboratory and Field-Based Studies

2.1. Laboratory Studies

[7] Laboratory studies suggest that rock deformation at lithospheric conditions (i.e., for temperatures <1100°C) operates at three different regimes: brittle or frictional sliding, semi-brittle, and plastic flow (Figure 1) [e.g., Kohlstedt et al., 1995]. At shallow depths and low temperatures, deformation involves frictional sliding and the shear stress/strength $\tau$ at which frictional sliding occurs is related to the normal stress $\sigma_n$ as (Figure 1) [e.g., Byerlee, 1978; Kohlstedt et al., 1995]:

$$\tau = \mu_f \sigma_n + C_f,$$

(1)

where $\mu_f$ is the coefficient of friction ranging from 0.6 to 0.85 and $C_f$ is the frictional cohesive strength. When pore fluids are present, pore pressure may reduce the shear strength by reducing the effective normal stress [e.g., Kohlstedt et al., 1995].

[8] At relatively high temperatures (> ~400°C), mantle deformation may be dominated by plastic flow which is controlled by dislocation glide that is resisted by lattice friction (i.e., the Peierls stress) for temperatures < ~800°C (i.e., low-temperature plasticity) and by dislocation and diffusion creep for temperatures > ~800°C (i.e., high-temperature creep) [e.g., Mei et al., 2010]. The flow law for low-temperature plasticity is given by an exponential law equation [Evans and Goetze, 1979; Mei et al., 2010]:

$$\dot{\varepsilon} = A\dot{\varepsilon}_0 \exp\left\{ \frac{E_p}{RT} \left[ 1 - \left( \frac{\sigma}{\sigma_0} \right)^n \right] \right\},$$

(2)

where $\dot{\varepsilon}$, $\sigma$, $T$, and $R$ are the strain rate, stress, temperature, and gas constant, respectively, $\sigma_0$ is the Peierls stress or glide resistance, and $E_p$ is activation energy for dislocation gliding. Early studies used indentation experiments on olivine single crystal and aggregates for temperatures up to 700°C [Evans and Goetze, 1979]. Recent developments include relaxation experiments in DIA apparatus at high pressure for temperature from 500 to 890°C by Raterron et al. [2004] and steady state experiments in deformation DIA apparatus for temperature from 400 to 1000°C by Mei et al. [2010]. These studies yield quite different flow laws with the weakest and strongest lithospheric strength reported by Raterron et al. [2004] and Mei et al. [2010], respectively (Figure 1). A recent study of triaxial compression experiments on olivine single crystals by Demouchy et al. [2013] also suggested a relatively low strength for lithosphere compared with previous studies.

[9] The dislocation and diffusion creep at high temperatures is well described by the power law that in its simplest form is given by

$$\dot{\varepsilon} = A\dot{\varepsilon}_0 \exp\left( \frac{-E_p}{RT} \right),$$

(3)

where $n$ is the power law exponent which is 1 for diffusion creep and 3–3.5 for dislocation creep, $E_p$ is the activation energy for creep and is ~500 KJ/mol for various conditions, and pre-exponential factor $A$ depends on pressure, grain size, and the volatile content [e.g., Hirth and Kohlstedt, 2003; Karato and Jung, 2003].

[10] The semi-brittle deformation regime is a transitional regime between the frictional sliding and low-temperature plasticity, and it limits the lithospheric strength as predicted by frictional sliding and low-temperature plasticity. However, the semi-brittle deformation regime is not well understood. Kohlstedt and Mackwell [2009] pointed out that the semi-brittle deformation initiates when the plastic flow strength is about five times of the frictional strength, which is referred to as the brittle-ductile transition (BDT). As depth/pressure and temperature increase, brittle deformation is prevented and the semi-brittle deformation switches to fully plastic flow, which defines the brittle-plastic transition (BPT) [Kohlstedt and Mackwell, 2009]. The BPT is determined by the Goetze criterion (Figure 1) [Kohlstedt et al., 1995; Kohlstedt and Mackwell, 2009]. Mei et al. [2010] suggested that the BPT occurs at shallower depths for weaker flow law for low-temperature plasticity (Figure 1). However, between the BDT and BPT, neither the lithospheric strength nor deformation mechanism is well defined [Kohlstedt and Mackwell, 2009].

[11] Water may also have an important effect on lithospheric rheology, as suggested by laboratory studies [e.g., Hirth and Kohlstedt, 1996]. The melting process at the mid-ocean ridge that produces the oceanic crust, for example, may leave the melt residue layer (i.e., approximately the top 80 km) dehydrated with a factor of 10 and higher increase in viscosity, compared to undepleted mantle under the same conditions [Hirth and Kohlstedt, 1996]. On the other hand, hydration of oceanic lithosphere may reduce its strength [Ranero et al., 2003; Rupepe et al., 2009; Katayama and Karato, 2008].

2.2. Field-Based Studies

[12] Surface observations such as topography, the gravitational field, and the seismic structure provide independent constraints on lithospheric rheology and are therefore potentially of great importance in calibrating laboratory work. The viscosity of the upper mantle including the asthenosphere is < ~10^{21} Pas, as constrained by postglacial rebound and postseismic deformation processes that operate on time scales of 1–10^5 years [Peltier, 1998; Mitrovica and Forte, 1997; Paulson et al., 2007; Freed et al., 2010]. The lithosphere, due to its lower average temperature, is expected to be much more viscous than the asthenosphere. Therefore, in order to constrain lithospheric rheology, one must rely on observations associated with long-term (>10^6 years) geological loads such as those associated with erosion, sedimentation, volcanism, rifting, and mountain building [Watts, 1978; McNutt, 1980].

[13] The Earth’s response to long-term loads is usually modeled as a thin elastic plate that overlies an inviscid fluid (i.e., zero viscosity) [e.g., Watts, 2001]. By comparing the surface topography and gravity or geoid anomaly to the predictions of an elastic plate model, it is possible to determine the flexural rigidity or elastic plate thickness of the lithosphere in the vicinity of a load [e.g., Watts, 1978; Forsyth, 1985]. Oceanic flexural studies suggest that the elastic thickness is controlled by the thermal structure of the lithosphere at the time of loading and given approximately by the depth to the ~450°C isotherm based on cooling plate models. The elastic thickness increases from ~10 km to 40 km as the age of the lithosphere increases [e.g., Watts et al., 1980].
example, at the Hawaiian Islands, which are 0–5 Ma old and have loaded 85–92 Ma oceanic lithosphere, the elastic thickness is ~30 km [e.g., Watts et al., 1980; Wessel, 1993]. The elastic thickness is significantly less (~10 km) at similar age volcanoes such as the Azores that have loaded lithosphere of 10 to 12 Ma [Luis and Neves, 2006]. Irrespective of thermal structure, the elastic thickness may be reduced significantly in high-curvature regions such as the outer rise seaward of trenches [e.g., Judge and McNutt, 1991; Billen and Gurnis, 2005; Contreras-Reyes and Osses, 2010] where there is observational evidence of yielding through faulting.

[14] Despite the orders of magnitude differences in loading times, it is important to attempt to relate the rheological properties of the lithosphere derived from field-based observations such as the elastic thickness to those derived from laboratory studies [e.g., Goetze and Evans, 1979]. That the elastic thickness is controlled by lithospheric thermal structure is broadly consistent with thermally controlled rheologies such as those described in equations (2) and (3). The deviatoric stress up to ~500 MPa predicted near oceanic islands and seamounts from the elastic plate model [e.g., Watts, 2001] is in general agreement with the lithospheric strength from laboratory studies (e.g., Figure 1). However, the elastic plate model is insufficient in characterizing lithospheric rheology for two reasons. First, the model does not consider the depth-dependent frictional strength or Byerlee’s law. Second, the model ignores load-induced, time-dependent, viscous stress relaxation and so is unable to describe the rate of deformation and viscosity. However, loading models with linear viscoelastic rheology (e.g., $n = 1$ in equation (3)) have shown that oceanic elastic thicknesses values can be explained by an activation energy $E_c$ in the range of 120–250 KJ/mol [Watts et al., 2013; Watts and Zhong, 2000; Courtney and Beaumont, 1983; Willett et al., 1985].

[15] Other constraints on lithospheric rheology have come from studies of long-term processes associated with plate motions and mantle-lithosphere interactions. For example, Asaadi et al. [2011] have shown that the shape of the Hawaiian topographic swell requires a non-Newtonian mantle rheology. van Hunen et al. [2005] have shown that explaining the seismic results of the Pacific upper mantle [Ritzwoller et al., 2004] with sublithospheric small-scale convection requires an activation energy $E_c$ for the lower lithosphere of 120 KJ/mol for diffusion creep with $n = 1$ or ~360 KJ/mol for dislocation creep with $n = 3.5$.

[16] In order to constrain lithospheric rheology more effectively, we therefore need to reformulate the flexure model to include nonlinear rheological properties including the Byerlee’s law and low-temperature plasticity (i.e., equations (1) and (3)), which were ignored in previous studies [e.g., Watts, 2001; Watts and Zhong, 2000]. By comparing the calculated deformation of the Pacific plate caused by the Hawaiian Islands volcanic loads, using the newly formulated models, to observations of seismically constrained depth to the top of the oceanic lithosphere, we should then be able to constrain mantle rheology.

3. Nonlinear Viscoelastic Loading Models and Hawaiian Island Loads

[17] This section presents a model formulation for determining flexures induced by loads on a viscoelastic lithosphere and mantle, discusses numerical solution procedures, and describes the construction of a volcanic loading history model for the Hawaiian Islands region.

3.1. A Finite Element Model for Load-Induced Deformation in a Viscoelastic Medium

3.1.1. Governing Equations and Boundary Conditions

[18] The response of an incompressible, viscoelastic medium to loads can be described by the conservation laws of mass and momentum [e.g., Wu, 1992]. Here we follow the formulation for loading problems in Zhong [1997]. The governing equations are

$$u_{ij} = 0, \quad \sigma_{ij} - \rho_0 g u_3 = 0, \quad \gamma = \text{const} \quad \text{at top surface of deformed plate},$$

where $u_i$ is the displacement, $\sigma_{ij}$ is the stress tensor, $\rho_0$ and $g$ are the background mantle density and gravitational acceleration, and $u_3$ is the vertical component of the displacement. The second term in (5) represents the restoring force at density interfaces such as the top surface of the deformed plate. We use notation such that $A_{ij}$ represents the derivative of variable $A$ with respect to $x_i$, and repeated indices indicate summation over those indices.

[19] Our loading model is modified from a three-dimensional (3-D) spherical shell model which was used by Zhong et al. [2003] in their studies of postglacial rebound. The model is applicable to different coordinate systems including 2-D Cartesian, 2-D axisymmetric, 3-D Cartesian, and regional spherical geometries. For the loading calculations presented here, the model is set up for a 3-D Cartesian box. The boundary conditions for the bottom of the box at $z = 0$ and the four sidewalls of the box are free slip (i.e., zero shear stress and zero normal displacement), while the top boundary is treated as a deformable free surface that is subjected to time-dependent loads

$$\sigma_{ij} n_j = \sigma_0 (x, y, t) n_i,$$

where $n_i$ is the normal vector of the top surface and $\sigma_0 (x, y, t)$ represents the pressure produced by the loads (e.g., volcanic material) at the surface at location $(x, y)$ and time $t$.

3.1.2. Rheological Equations

[20] The rheological equation for an incompressible Maxwellian media is given by [e.g., Zhong et al., 2003]

$$\sigma_{ij} + \frac{\eta}{\mu} \frac{d\sigma_{ij}}{dt} = -p \delta_{ij} + \eta \frac{d\varepsilon_{ij}}{dt},$$

where $\eta$ and $\mu$ are the viscosity and shear modulus, respectively, $p$ is the dynamic pressure, $\delta_{ij}$ is the Kronecker delta function, and $\varepsilon_{ij}$ is the strain tensor that includes both elastic and viscous strains and is related to displacement $u_i$ as $\varepsilon_{ij} = (\partial u_i / \partial x_j + \partial u_j / \partial x_i) / 2$ [Zhong et al., 2003].

[21] In this study, we incorporate a nonlinear rheology for the lithosphere and mantle: Byerlee’s law, low-temperature plasticity, and high-temperature creep flow (i.e., equations (1)–(3)), while assuming a relatively simple model for shear modulus that is either constant or only dependent on depth. The high-temperature creep flow law is approximated by a composite power law rheology that combines both diffusion and dislocation creep [e.g., Hirth and Kohlstedt, 2003]. A simplified form of this flow law where the activation energy
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$E_c$ is the same for both creep mechanisms is given by Podolefsky et al., 2004

$$\eta = \frac{A_f}{1 + (\sigma/\sigma_{\text{tran}})^{n-1}} \exp \left( \frac{E_c}{RT} \right),$$

where $\eta$ is the effective viscosity, $\sigma$ is the second invariant of deviatoric stress tensor, $\sigma_{\text{tran}}$ is the transition stress between dislocation and diffusion creep, and $A_f$ is a pre-exponential factor that includes the effects of grain size and water content. We ignore the pressure dependence in viscosity. This is justified for the long-term loads in this study because the mantle viscosity in the asthenosphere (i.e., at relatively small pressure) is more important than the mantle viscosity in the asthenosphere. We assume $n=3.5$, unless otherwise indicated. Therefore, the three main controlling rheological parameters for high-temperature creep are activation energy $E_c$, transition stress $\sigma_{\text{tran}}$, and pre-exponential factor $A_f$. Given that the stress in the asthenosphere is small and temperature is nearly constant at $T_m=1623$ K (i.e., 1350°C), the pre-exponential factor $A_f$ can be expressed in terms of the reference asthenospheric viscosity $\eta_0$ as

$$\eta_0 = A_f \exp \left( \frac{E_c}{RT_m} \right).$$

Figure 2. (a) Bathymetry, (b) seafloor age, (c) swell topography from a median filter, and (d) residual topography (i.e., volcanic loads) after corrections for swell topography and thermal isostasy. The white circles in Figure 2a indicate locations where seismic constraints exist on the top and bottom of oceanic crust (i.e., flexures). The contour interval in Figure 2c is 250 m. Figure 2d only shows the loads below the sea level, and the line segments in Figure 2d outline four regions with each region that covers a loading stage (see Table 1). The seafloor age plotted in Figure 2b is for version 3.2, but the age used in model calculations is from version 1.6 [Muller et al., 1997]. However, our model results are insensitive to the difference between versions 1.6 and 3.2 [Muller et al., 1997, 2008].
Equation (8) can then be rewritten as
\[
\eta = \eta_0 \frac{1}{1 + (\sigma / \sigma_{\text{tan}})^n} \exp \left( \frac{E_p}{RT} - \frac{E_c}{RT_m} \right) \tag{10}
\]

[22] For low-temperature plasticity, the exponential flow law may have different forms [e.g., Mei et al., 2010]. In this study, we consider four published flow laws [Mei et al., 2010; Raterron et al., 2004; Katayama and Karato, 2008; Evans and Goetze, 1979], but we use the flow law by Mei et al. [2010] (i.e., \( n = 2, p = 1/2 \), and \( q = 1 \) in equation (2)) as an example in the following discussion. The effective viscosity based on Mei et al. [2010] can be expressed as
\[
\eta = \frac{\sigma}{\dot{\varepsilon}} = \frac{1}{2A_\eta} \exp \left[ \frac{E_p}{RT} - \frac{E_c}{RT_m} \right], \tag{11}
\]
where \( A_\eta, E_p, \) and \( \sigma_{\text{tan}} \) are the pre-exponential factor, activation energy, and Peierls stress, respectively, and are experimentally determined and listed in the respective publications.

[21] For Byerlee’s law (i.e., equation (1)), we use a simplified form
\[
\tau_y = \mu \dot{\varepsilon} \sigma_n, \tag{12}
\]
where \( \tau_y \) is the frictional strength or yield stress and the normal stress \( \sigma_n \) is assumed to be hydrostatic pressure that includes the load pressure. The effective viscosity in the frictional sliding regime is
\[
\eta = \tau_y / \dot{\varepsilon}, \text{ for } \sigma > \tau_y. \tag{13}
\]

[24] In practice, for temperatures greater than a threshold (i.e., 800°C), equation (10) for high-temperature creep is used to determine the effective viscosity, and different threshold temperatures are also used to test its effects. At temperatures lower than the threshold, the effective viscosity is taken as the smaller of those predicted from equations (11) and (13) for low-temperature plasticity and Byerlee’s law. However, no threshold temperature is set for the transition between the low-temperature plasticity and frictional sliding regimes, and the transition is dynamically determined by equations (11) and (13). Because no flow law is available for the poorly understood semi-brittle regime [e.g., Kohlstedt and Mackwell, 2009], semi-brittle deformation is approximated by low-temperature plasticity and frictional sliding deformation (i.e., equations (11) and (13)) and is not explicitly considered in our models. However, this approximation is justified and does not introduce significant error into our model results as will be discussed later. Because the frictional strength (i.e., yield stress \( \tau_y \)) is generally large at large depths, the effective viscosity of lithosphere at temperatures below 800°C is mostly determined by low-temperature plasticity.

3.2. Models of Hawaiian Volcanic Loads and Lithospheric Thermal Structure

[25] The Hawaiian volcanic island chain (Figure 2a) formed over the last tens of Ma as the Pacific plate moves westward above a thermal plume [Morgan, 1971] which appears to have been fixed with respect to the deep mantle for at least the last ~40 Myr [Tarduno et al., 2003]. The big island, Hawaii, the youngest island in the chain was formed in the last million years on ~80 Ma old seafloor (Figure 2b). The volcanic loads that comprise the chain have been derived from the present-day bathymetry and vary in time and space. Here we describe the steps with which the loads are derived.

3.2.1 Spatial Pattern of Volcanic Loads

[26] We use a GEBCO 1 × 1 minute bathymetric grid data for a 30° × 30° region (5°N to 35°N and 187.5°E to 217.5°E). The grid was resampled onto a grid with a resolution of 1/30° and the resultant data are used for the analysis. In order to construct a model of the volcanic loads, we need to first separate other contributions to topography such as those associated with thermal isostasy and the dynamics of the Hawaiian plume. Thermal isostasy can be corrected for by consideration of the age of the seafloor and the plate cooling models. The Hawaiian plume is associated with a topographic swell ~1.2 km high and ~1000 km wide (Figure 2a) that probably results from the isostatic compensation of the plume buoyancy near the base of the lithosphere [e.g., Davies, 1988; Olson, 1990; Ribe and Christensen, 1994]. Both the thermal isostasy-induced topography and the swell topography have a distinctly larger length scale than the topography associated with the volcanic loads and loading process which simplifies their removal from bathymetric data.

[27] To remove thermal isostasy effects, we use an ocean depth-age relation that was derived from an analysis of North Pacific bathymetry by Hillier and Watts [2005]:
\[
d = 3010 - 3071t^{1/2}, \text{ for } t_s \leq 85 \text{ Ma},
\]
\[
d = -6170 + 3010 \exp(-0.026t_s), \text{ for } t_s > 85 \text{ Ma}, \tag{14}
\]
where \( d \) is the ocean depth in meters and \( t_s \) represents the seafloor age and is taken from Muller et al. [1997] (Figure 2b). Hillier and Watts [2005] analyses differ from previous analyses [e.g., Stein and Stein, 1992] in that seamounts and oceanic islands were removed with a filter. Hillier and Watts’ results are confirmed by Zhong et al. [2007b] who used different methods to remove these topographic effects. To remove the Hawaiian topographic swell, we applied a 500 km median filter, similar to Hillier and Watts [2005], and we found this filter width to be effective in removing the swell topography (Figure 2c).

[28] The topography after removal of thermal isostasy and swell effects shows large, positive features, representing the surface loads associated with the volcanic chain constructs and flanking negative topography, representing the flexural depressions caused by these loads. The resulting residual topography is approximately zero at large distance from the island chain (Figure 2d). The residual topography map is used to build the loads \( \sigma_i(x,y,t) \) that are required in equation (6). The loads \( \sigma_i(x,y,t) \) consist of two parts: so-called “static” loads \( \sigma_{LS}(x,y,t) \) and “dynamic” loads \( \sigma_{LD}(x,y,t) \). We divide the island chain into four different regions, shown in outline in Figure 2d. Positive topography in these regions is considered as the static part of volcanic loads \( \sigma_{LS}(x,y,t) \). Volcanic loads flex the lithosphere and produce significant subsidence below the loads and their close proximity and moderate uplift at some intermediate distance. Because of the way that submarine volcanoes evolve, we should expect that the subsidence would be filled with the same volcanic rocks as the loads immediately beneath the loads and with volcanoclastic and pelagic sediments in surrounding regions. These infills of the flexural depressions form the dynamic part of the loads \( \sigma_{LD} \).
In this study, we assume a cooling half-space model generally consistent with observations [1992; Clague and Dalrymple, 1994]. The loading time for Oahu between 4 and 2 Ma ago [Moore and Clague, 1992], while the shield to post-shield building history in which the loading takes place in 4 time stages over a total of 2.1 Ma (Table 1). The loads in each of the four regions in Figure 2d are applied over a certain period of time with one stage following the other, starting from region 1 for the oldest islands. In each loading stage, the loads are assumed to increase linearly with time from zero to their full amplitude as constrained by the residual topography map (e.g., Figure 2d). The final loading stage for the last 100 Ka does not include any new loads.

3.2.3. Lithospheric and Mantle Thermal Structure

The temperature field is the key for constraining viscosity, hence lithospheric rheology (e.g., equations (2) and (3)). In this study, we assume a cooling half-space model for computing the lithospheric and mantle temperature [e.g., Turcotte and Schubert, 2002],

\[ T = T_0 + (T_m - T_0)\text{erf}\left(\frac{y}{2\sqrt{\kappa}t}\right), \quad (15) \]

where erf stands for the error function, \( y \) is the depth, \( t_0 \) is the crustal age, \( \kappa \) is thermal diffusivity, and \( T_m \) and \( T_0 \) are the mantle and surface temperatures, respectively (Table 2).

A number of assumptions and potential complications need some discussion. First, the mantle plume is likely to modify the mantle and lithospheric thermal structure predicted by equation (15) [e.g., Ribe and Christensen, 1994]. However, both mantle dynamic modeling and surface heat flow and elastic thickness observations have shown that the plume may not affect either the thermal or mechanical structure of the uppermost part of the lithosphere (i.e., the top 50–70 km) at Hawaii [Ribe and Christensen, 1994; Zhong and Watts, 2002; von Herzen et al., 1989]. Because our loading model is mostly sensitive to the thermal structure of the upper lithosphere, this suggests that the cooling half-space model is generally applicable. Second, we assume that the effects of magma and melts on the lithospheric thermal structure are small and can be ignored. Third, the lithospheric thermal structure estimated from present-day crustal age (Figure 2b) is assumed for the entire loading period and therefore ignores the fact that the lithosphere was younger and probably hotter when the volcanic island loads were first emplaced on the surface. However, since we are only

\begin{table}[h]
\centering
\caption{A Five-Stage Loading History Model}
\begin{tabular}{|c|c|c|c|}
\hline
Stage & \( t_b \) (Ka) & \( t_e \) (Ka) & Loading Region \tabularnewline
\hline
1 & 2150.6 & 2125.3 & 1 \tabularnewline
2 & 2125.3 & 2100 & 2 \tabularnewline
3 & 2100 & 1100 & 3 \tabularnewline
4 & 1100 & 100 & 4 \tabularnewline
5 & 100 & 0 & - \tabularnewline
\hline
\end{tabular}
\end{table}

\( t_b \) and \( t_e \) are the beginning and ending times for each loading stage in thousand years (Ka) before the present.\( \text{a} \)Loading regions are specified in Figure 2d and are numbered as regions 1, 2, 3, and 4 from west to east. For the fifth stage, no new loads are added.

\[ \sigma_{L,D}(x,y,t) \] comprise the volcanic rock infill between the depressed surface and the base of the static volcanic loads in the region of the volcanic loads and the sediment infill between the depressed surface and the corrected topography in Figure 2d outside of the volcanic loads [e.g., Watts and ten Brink, 1989].

3.2.2. Temporal Pattern of Volcanic Loads and Loading History

The Hawaiian volcanic island chain has been emplaced on the Pacific plate over a period of several million years. The further east an island is, the younger it is. For example, Hawaii formed within the last million years [Moore and Clague, 1992], while the shield to post-shield building phase on Molokai was between 2 Ma and 1 Ma ago, and on Oahu between 4 and 2 Ma ago [Clague and Dalrymple, 1988]. Because the precise history of volcanic island building is not well constrained (e.g., the shield building times) [e.g., Moore and Clague, 1992], we use a simplified loading history in which the loading takes place in five time stages over a total of 2.1 Ma (Table 1). The loads in each of the four regions in Figure 2d are applied over a certain period of time with one stage following the other, starting from region 1 for the oldest islands. In each loading stage, the loads are assumed to increase linearly with time from zero to their full amplitude as constrained by the residual topography map (e.g., Figure 2d). The final loading stage for the last 100 Ka does not include any new loads.

The total loading time of 2.1 Ma over the five stages is significantly shorter than the likely island-building time, particularly for the first two stages for the old islands (Table 1). However, the loading times for Hawaii between 0.1 and 1.1 Ma ago and for Molokai from 2.1 Ma to 1.1 Ma ago are generally consistent with observations [Moore and Clague, 1992; Clague and Dalrymple, 1988]. The loading time for Oahu, which has been grouped together with Molokai in the same loading stage (Figure 2d, and Table 1), is however clearly an approximation [Clague and Dalrymple, 1988]. The shortened loading time is used to reduce computational cost. However, since we only model the present-day flexures (i.e., the top of oceanic crust) near Hawaii, Oahu, and Molokai, the details in loading history including the shortened loading time do not affect our results, as will be discussed in a later section.

\[ \dot{\epsilon} = 10^{7 s} \sigma^2 \exp\left\{-5.18 \times 10^5 [1 - (\sigma \text{GPa})/2.87]^2 / (RT)\right\} \]

\[ \dot{\epsilon} = 2.6 \times 10^{10} \exp\left\{-5.64 \times 10^5 [1 - (\sigma \text{GPa})/15.4]^2 / (RT)\right\} \]

\[ \dot{\epsilon} = 1.3 \times 10^{12} \exp\left\{-4.99 \times 10^5 [1 - (\sigma \text{GPa})/9.1]^2 / (RT)\right\} \]

\[^a\]These parameters are varied in model calculations to examine their sensitivity.
interested in the regions with young volcanism (<4 Ma), the time dependence in lithospheric thermal structure is not expected to affect our results significantly.

3.3. A 3-D Cartesian Finite Element Model

[33] The governing equations (4) and (5) with the viscoelastic rheological equation (7) can be solved analytically if both shear modulus $\mu$ and viscosity $\eta$ are the only depth-dependent variables, as for postglacial rebound [e.g., Peltier, 1998] or long-term crustal and lithospheric deformation studies [Zhong, 1997]. However, if $\mu$ or $\eta$ is laterally variable due to a nonlinear rheology or lateral temperature variations, numerical solutions are needed, for example, a finite element method in postglacial rebound studies [e.g., Zhong et al., 2003]. In this study, we modified the finite element code in Zhong et al. [2003] to incorporate nonlinear rheological equations (10), (11) and (13) in a 3-D Cartesian model.

[34] Most of the details of the finite element analyses including a variational form for the finite element formulation and time discretization of the rheological equation (7) can be found in Zhong et al. [2003]. For the nonlinear rheology assumed in this study, we use an iterative scheme in which at each time step, the effective viscosity is updated iteratively using an updated stress field, until the relative change in displacement field is less than 1%, similar to that used in modeling mantle convection with nonlinear viscosity [e.g., Zhong et al., 1998].

[35] Benchmark calculations have been performed to validate the finite element code for surface loading of a viscoelastic medium with depth-dependent viscosity for which analytical solutions of the time-dependent surface deformation are available for comparison [Zhong, 1997]. The benchmark results (Appendix A) demonstrate the effectiveness of our finite element loading models.

[36] The spatial domain of the model corresponds to the 15°×15° region of the study area, as depicted in Figure 2 (i.e., 12.5°N to 27.5°N and 195°E to 210°E). By using the Cartesian box model, we ignore the spherical geometry effect. We use the following coordinate transformation to map the longitude $\phi$ and latitude $\theta$ to Cartesian coordinates $x$ and $y$:

$$x = R(\phi - \phi_1) \pi / 180 \cos \theta_2, \quad y = R(\theta - \theta_1) \pi / 180, \quad (16)$$

where $\theta_1 = 12.5^\circ$N and $\phi_1 = 195^\circ$E which specify the coordinates for the left lower corner of the model domain and are mapped to $x = 0$ and $y = 0$, $R = 6370$ km, and $\theta_2 = 27.5^\circ$N is the latitude of the northern boundary of the model domain. As a result, the 3-D Cartesian box of our model is 1479.23 km and 1667.66 km in length in the $x$ (i.e., east-west) and $y$ (i.e., north-south) directions, respectively. The box is 500 km in depth, covering only the upper mantle. The model box is sufficiently large such that the results are not sensitive to the box size.

[37] The model uses 32 elements in a vertical direction and 192 elements in each of the horizontal directions. The grid is significantly refined in the vertical direction with 5 km per element for the top 50–80 km of the model (i.e., the upper lithosphere). Such a numerical resolution is found sufficient to define the loads and to resolve the deformation. The model uses a uniform time step $\Delta t = ct_M$, where $c$ is a constant fraction (e.g., 0.25) and $t_M = \eta_0/\mu$ is the Maxwell time of the upper mantle, where $\eta_0$ is the reference asthenospheric viscosity as in equation (9) and $\mu$ is the mantle shear modulus (Table 2). In our study, $\eta_0$ is chosen to be 10$^{20}$ Pa s for most cases in deriving mantle viscosity for high-temperature creep flow in equation (10). However, this would lead to $t_M \sim 100$ years and even smaller time step $\Delta t$, making the modeling computationally expensive. Since the stress in the upper mantle with $\sim 10^{20}$ Pa s viscosity should be largely relaxed on the time scales of 1 Ma as in our models, the relevant stress relaxation should be focused within the lithosphere [e.g., Watts and Zhong, 2000]. To circumvent the difficulty, we impose a lower limit on the upper mantle viscosity at 10$^{21}$ Pa s and use $\Delta t = ct_{M1}$ where $t_{M1} \sim 1000$ years is the Maxwell time determined by 10$^{21}$ Pa s. Our numerical tests show that this procedure does not affect the stress relaxation in the upper lithosphere while significantly reducing the number of time steps needed and hence computational cost.

4. Observations of Load-Induced Flexure and Seismicity at Hawaii

[38] Two types of observations are used to constrain our loading models and lithospheric rheology. They are the load-induced flexures of the top of the oceanic crust and seismicity in the Hawaiian region. The flexures of the top of the oceanic crust are now partly obscured by volcanoclastic and pelagic sediments or volcanic rocks (i.e., the inliers). The buried, flexed surfaces will still be visible, however, in seismic reflection profiles because of the large acoustic impedance contrast between the infill material and the upper oceanic crust. For example, the Hawaiian seismic experiment (R/V Conrad cruise C2308) included three seismic reflection profiles which intersected the Hawaiian Islands between Oahu and Molokai and seven seismic refraction profiles that linked the reflection profiles [Watts et al., 1985; Watts and ten Brink, 1989]. Other constraints on the depth to the top of the oceanic crust have been provided by seismic surveys at various other sites near Hawaii [Zucca et al., 1982; Zucca and Hill, 1980; Shor and Pollard, 1964]. The seismic data reveal that the top and bottom of normal thickness Pacific oceanic crust is flexed downward from its normal depth by up to a few kilometers and that the amount of flexure systematically increases toward the islands (e.g., Figure 3a). Watts and ten Brink [1989] used a subset of the flexure data from the Oahu/Molokai seismic profiles and the data points near Hawaii to determine the elastic thickness in the Hawaiian Islands region to be ~40 km. Wessel [1993] reanalyzed the flexure data of the Oahu/Molokai seismic profiles by removing the swell topography and reported an elastic thickness of ~33 km below the loads.

[39] Load-induced surface vertical motions are also apparent in submerged reef data in the vicinity of the Hawaiian Islands. Reefs formed initially at sea level on Molokai and Hawaii are now at depths down to ~1300 m below sea level, and these reefs are dated at ~500 Ka or younger [Moore and Campbell, 1987; Ludwig et al., 1991] (Figure 3b for depth locations of six groups of reefs of different ages on the north-west side of Hawaii). These reefs have subsided together with the islands, as the islands grow and new volcanic loads are added to cause the subsidence. Such time-dependent vertical motions provide constraints on the growth history of the

[40] The load-induced lithospheric deformation also manifests itself in seismicity data beneath and around the Hawaiian islands, especially Hawaii [e.g., Wolfe et al., 2004]. The seismicity within ~200 km distance from the center of Hawaii recorded by the PLUME seismic network in the Hawaiian Volcano Observatory catalog shows a minimum in activity at ~20 km depth and two peaks at crustal and in the Hawaiian Volcano Observatory catalog shows a center of Hawaii recorded by the PLUME seismic network 2004]. The seismicity within ~200 km distance from the islands 

[41] In this study, we use the full data set of seismically constrained digitized depths to the top and bottom of oceanic crust (i.e., Reflectors 2 and 3) along the three profiles that intersect the Hawaiian Islands ridge between Oahu and Molokai [Watts and ten Brink, 1989] with proper corrections for swell topography, thermal isostasy, and crustal thickness (Figures 2a and 3a). We also used the results of other surveys in the vicinity of Hawaii, notably those of Zucca and Hill [1980] and Zucca et al. [1982]. The seismically constrained flexures were corrected for thermal isostasy (Figure 2b) and the swell topography (Figure 2c) in the same way as the topography was corrected. For the flexures along the Oahu/ Molokai profiles, to reduce the local irregularities due, for example, to intersecting fracture zones, we apply a 10 km window averaging [Wessel, 1993], and in the central region of the loads, we only use an averaged flexure [Watts and ten Brink, 1989]. For the Oahu/Molokai profiles, we also apply corrections for oceanic crustal thickness variations that were determined from the same seismic experiment (i.e., Reflector 3 from Watts and ten Brink [1989]). As discussed in Watts and ten Brink [1989], the crustal thickness appears thinner than normal on the north segments of the profiles near the Molokai Fracture Zone, as it is at fracture zones elsewhere [Detrick and Purdy, 1980]. We correct for the crustal thickness effect on the flexure due to the islands loads, assuming local Airy isostasy at the time of formation of the seafloor using the following equation:

\[
\delta H = \frac{(h_i - h)(\rho_o - \rho_c)}{(\rho_o - \rho_w)},
\]

where \(\delta H\) is the correction to the topography, \(h\) and \(h_i\) are the crustal thickness and its average along the profiles, and \(\rho_o\), \(\rho_c\), and \(\rho_w\) are the mantle, crustal, and water densities, respectively (Table 1). The flexures along the Oahu/Molokai profiles after the corrections are shown in Figure 3a, and it is these profiles that have been used to constrain our loading models.

[42] We define a measure of the model fit to the observations as

\[
\chi = \sqrt{\frac{\sum_{i=1}^{N} (M_i - O_i)^2}{\sum_{i=1}^{N} O_i^2}},
\]

where \(N\) is the number of observation sites, \(i\) is the index for observation site, and \(M_i\) and \(O_i\) are model prediction and seismic observations of the flexures at the \(i\)th site. There are many more data points for the Oahu/Molokai region than in other regions, and in order to have a balanced assessment of overall misfit, we assign 50% weighting to the Oahu/ Molokai sites and 50% weighting to other sites. While the vertical subsidence and uplift history data at the Hawaiian Islands were used to check the loading history models (Figure 3b), they are not used in defining the misfit. In this study, we also seek to constrain lithospheric rheology from the observed seismicity (Figure 3c) by comparing it with our model predictions of lithospheric deformation and stress.

5. Model Results

[43] In this section, we will first present results for simple models that are equivalent to elastic plate models to illustrate the basic physics of the loading process and modeling.
procedures. We will then present models with increasing realism in lithospheric rheology and systematically explore sensitivity of model results to rheological parameters and loading history.

5.1. Simple Models With an Effectively Elastic Plate

[44] These models have two layers of different viscosity: a high-viscosity top layer and a low-viscosity bottom layer, which effectively simulates the classical elastic plate flexure model. The top and bottom layers are assumed to have uniform viscosity of $10^{27} \text{ Pa s}$ and $10^{21} \text{ Pa s}$, respectively, that are independent of stress and temperature (i.e., no brittle and nonlinear rheology). For the loading time scale considered here (i.e., several million years), this two-layer model is effectively the same as an elastic plate, in that the high-viscosity top layer supports the loads at the end of the loading process, while the low-viscosity bottom layer with its fast stress relaxation has vanishingly small stress [e.g., Watts and Zhong, 2000].

[45] Case S1 has a top layer thickness of 30 km, which is similar to the inferred elastic thickness for Hawaii from the elastic plate model [Wessel, 1993]. The flexure for the present-day matches the overall geometry of the loads with the largest flexure of ~5 km occurring beneath Hawaii (Figures 4a and 4b). This predicted flexure compares well with the seismically constrained flexure, although the model in general underpredicts the flexure north of the island chain (Figures 4a and 4b; the size of symbols in Figure 4a represents the amount of deviation). The overall misfit of the predicted flexures for all the sites, as defined in equation (18), is 0.311.

[46] The calculated flexure is time dependent, as the surface loads are applied in five time stages (see section 3.2).

Figure 4. Model prediction (a) of the present-day flexures in a mapview and (b) for the Oahu/Molokai profiles (plotted against $y$ coordinates) for Case S1, and the present-day flexures for Cases (c) S2 and (d) S5. In Figures 4a, 4c, and 4d, the contour levels are 0.1, 0, −1, −2, ... in kilometer, and $x$ and $y$ axes are for longitudinal and latitudinal directions, respectively. The symbol represents the difference between the modeled and observed flexure for each site with symbol size as the magnitude of the difference, circles for underpredictions, and triangles for overpredictions. In Figure 4a, the black lines mark cross sections AA’ and BB’. In Figure 4b, the red symbols represent the model predictions, while the black symbols are the corresponding observations.
In the Hawaiian region, the flexures are mostly affected by the fourth stage of loading in which the loads are added continuously as a linear function of time between 1.1 Ma and 100 Ka ago with no new loads added subsequently (Table 1 and Figure 2d). The flexures in the Hawaiian region, as indicated by profiles AA’ and BB’ (see Figure 4a for their locations), increase with time as the loads increase (Figure 5a for the present day, 100, 240, 360, 480, 600, and 720 Ka before the present day). However, the change with time in the flexures for the last 100 Ka after the loading ends is negligible. This temporal pattern in the flexures is controlled by stress relaxation and redistribution in the mantle and plate. As volcanic loads are added to the surface, they introduce stresses in the mantle and plate. The stress in the mantle relaxes relatively rapidly on a time scale of ~10 Ka which is related to the mantle Maxwell time or mantle viscosity of $10^{21}$ Pa s that is used in our model. However, the high viscosity in the plate leads to a much slower stress relaxation in the plate. Therefore, as the mantle stress relaxes, the stress in the plate will necessarily increase in order to support the loads, and the increased stress in the plate is accompanied by an increase in flexure. For example, at 100 Ka ago when the loading just ended, the stress in the mantle below Oahu/Molokai is ~$10^5$ Pa (Figure 5b for the second invariant of the stress tensor along cross sections AA’ and BB’). At the present day, the maximum mantle stress is relaxed to ~$10^5$ Pa, while the plate stress and flexure are increased slightly (Figures 5a and 5c). The amplitude of the stress for the present day in Case S1 is high in the plate, reaching up to 300 MPa in localized regions below the major loads (Figure 5c). It should be noted that there is still stress relaxation in the present-day mantle, but because of its small mantle stress ($<10^5$ Pa), the stress relaxation has no discernable effects on the stresses and flexures in the deformed plate (Figure 5a).

Models with plate thicknesses varying from 20 to 60 km (Cases S2–S8 in Table 3) are also computed. A thicker plate leads to a smaller flexure at the present day. Case S2 with a plate thickness of 20 km generally overpredicts seismically constrained flexures significantly, while Case S5 with a plate thickness of 40 km underpredicts them (Figures 4c and 4d). Case S1 with a plate thickness of 30 km yields the minimum misfit value between observed and calculated flexures (Figure 6a). A larger flexure for a thinner plate is accompanied by a larger stress, and the maximum stress is $>500$ MPa for cases with plate thicknesses $<30$ km (Figures 7a–7b). It is also noted that for all the cases, lithospheric stress is minimum in mid-plate where the neutral plane is located (e.g., Figures 5b, 7a, and 7b). The magnitude and pattern of stress in the plate are generally consistent with previous studies of loading on an elastic plate [e.g., Kanamori, 1980; Watts, 2001].

It is important to note here that there are considerable uncertainties with mantle viscosity and the loading history in both its temporal and spatial patterns. It is therefore necessary to explore the effects of these uncertainties on the predicted present-day flexures (e.g., Figures 4a and 4b). Cases S9 and S10 have mantle viscosities of $2 \times 10^{21}$ Pas and $5 \times 10^{20}$ Pas, respectively, but otherwise are the same as Case S1 (Table 3). With mantle viscosity that is half of that for Case S1, Case S10 shows nearly identical present-day flexures to Case S1 (Figure 7c for profile AA’ and Table 3 for total misfit). This is expected because with an even smaller mantle
stress and supported by postglacial rebound studies [e.g., Paulson, 2007; Mitrovica, 1996].

Models, $T_S$ is the thickness of the top high-viscosity layer and $\eta_0$ is the viscosity of the mantle below the high-viscosity layer.

A All the cases use a loading history model in which the amplitude of the loads in a given stage grows linearly with time and loading times are listed in Table 1, except for Case S11 in which the load is added eastward and for Case R17 in which the loading times are doubled of those in Table 1.

B For low-temperature plasticity, $M, EG, R,$ and $KK$ represent the flow laws by Mei et al. [2010], Evans and Goetze [1979], Ratkovan et al. [2004], and Katayama and Karato [2008] as defined in Table 2. $M_1$ differs from $M$ only in using $E_p=270$ KJ/mol, while $M_2$ differs from $M$ only in having low-temperature plasticity at temperature less than 1000°C. The number in parentheses is the weakening factor relative to standard [Mei et al., 2010].

C Case R16 uses seafloor age of version 3.2.

<table>
<thead>
<tr>
<th>Case</th>
<th>$T_E$ or High $T_E$</th>
<th>$\eta_0$ (10^21 Pas)</th>
<th>$\sigma_{\text{trans}}$</th>
<th>$\mu_f$</th>
<th>Misfit</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>30 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.311</td>
</tr>
<tr>
<td>S2</td>
<td>20 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.435</td>
</tr>
<tr>
<td>S3</td>
<td>25 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.339</td>
</tr>
<tr>
<td>S4</td>
<td>35 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.328</td>
</tr>
<tr>
<td>S5</td>
<td>40 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.364</td>
</tr>
<tr>
<td>S6</td>
<td>45 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.404</td>
</tr>
<tr>
<td>S7</td>
<td>50 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.443</td>
</tr>
<tr>
<td>S8</td>
<td>60 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.511</td>
</tr>
<tr>
<td>S9</td>
<td>30 km</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>0.306</td>
</tr>
<tr>
<td>S10</td>
<td>30 km</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
<td>0.312</td>
</tr>
<tr>
<td>S11*</td>
<td>30 km</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.315</td>
</tr>
<tr>
<td>R1</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$M$</td>
<td>0.7</td>
<td>0.534</td>
</tr>
<tr>
<td>R2</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$M_1$</td>
<td>0.7</td>
<td>0.542</td>
</tr>
<tr>
<td>R3</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$M_2$</td>
<td>0.7</td>
<td>0.605</td>
</tr>
<tr>
<td>R4</td>
<td>240 KJ/mol</td>
<td>0.1</td>
<td>$M$</td>
<td>0.7</td>
<td>0.532</td>
</tr>
<tr>
<td>R5</td>
<td>480 KJ/mol</td>
<td>0.1</td>
<td>$M$</td>
<td>0.7</td>
<td>0.541</td>
</tr>
<tr>
<td>R6</td>
<td>480 KJ/mol</td>
<td>0.01</td>
<td>$M$</td>
<td>0.7</td>
<td>0.535</td>
</tr>
<tr>
<td>R7</td>
<td>480 KJ/mol</td>
<td>0.1</td>
<td>$M$</td>
<td>0.7</td>
<td>0.533</td>
</tr>
<tr>
<td>R8</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$EG$</td>
<td>0.7</td>
<td>0.420</td>
</tr>
<tr>
<td>R9</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$R$</td>
<td>0.7</td>
<td>0.383</td>
</tr>
<tr>
<td>R10</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$KK$</td>
<td>0.7</td>
<td>0.459</td>
</tr>
<tr>
<td>R11</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$M(10^2)$</td>
<td>0.7</td>
<td>0.503</td>
</tr>
<tr>
<td>R12</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$M(10^3)$</td>
<td>0.7</td>
<td>0.435</td>
</tr>
<tr>
<td>R13</td>
<td>360 KJ/mol</td>
<td>0.1</td>
<td>$M(10^4)$</td>
<td>0.7</td>
<td>0.356</td>
</tr>
<tr>
<td>R14</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^4)$</td>
<td>0.7</td>
<td>0.295</td>
</tr>
<tr>
<td>R15</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^5)$</td>
<td>0.7</td>
<td>0.305</td>
</tr>
<tr>
<td>R16</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^6)$</td>
<td>0.7</td>
<td>0.291</td>
</tr>
<tr>
<td>R17</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^7)$</td>
<td>0.7</td>
<td>0.291</td>
</tr>
<tr>
<td>R18</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M$</td>
<td>0.1</td>
<td>0.472</td>
</tr>
<tr>
<td>R19</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^4)$</td>
<td>0.1</td>
<td>0.336</td>
</tr>
<tr>
<td>R20</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^5)$</td>
<td>0.1</td>
<td>0.278</td>
</tr>
<tr>
<td>R21</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^6)$</td>
<td>0.25</td>
<td>0.398</td>
</tr>
<tr>
<td>R22</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^7)$</td>
<td>0.25</td>
<td>0.314</td>
</tr>
<tr>
<td>R23</td>
<td>360 KJ/mol</td>
<td>0.15</td>
<td>$M(10^8)$</td>
<td>0.25</td>
<td>0.288</td>
</tr>
</tbody>
</table>

We point out that Cases S9 and S10 with their different mantle viscosities $\eta_0$ can also be interpreted as models with different loading times, because our models are computed in nondimensional quantities and the model time is scaled by the mantle Maxwell time $t_M$. For example, for Case S1 with $\eta_0=10^{21}$ Pas, $t_M$ is ~1000 years and the model computes for ~2100 years to cover the total of 2.1 Ma loading time (Table 1). For Cases S9 with $\eta_0=2 \times 10^{21}$ Pas and S10 with $\eta_0=5 \times 10^{20}$ Pas, the models compute for about 1050 Ma and 4200 Ma, respectively, for the loading time of 2.1 Ma. However, if $\eta_0=10^{21}$ Pas is used to define the Maxwell time to scale the time for Cases S9 and S10, then their model times of 1050 Ma and 4200 Ma would correspond to 1.05 Ma and 4.2 Ma loading times for Cases S9 and S10, respectively. While this rescaling affects the subsidence rate and strain rate (i.e., the time-dependent parameters), it does not affect results for the present-day flexures or stresses. The fact that Cases S9 and S10 produce nearly identical present-day flexures to Case S1 suggests that the shortened loading time of 2.1 Ma (Table 1) should not affect our conclusions that are based on the present-day flexures. We will revisit this loading time issue later for models with realistic thermal and viscosity structures.

Table 3. Model Parameters and Outputs
5.2. Models With a Reference Lithospheric Rheology

[53] We now consider models that use a realistic lithospheric rheology, namely Byerlee’s law, the exponential law creep for low temperatures, and power law creep for high temperatures (i.e., equations (10), (11), and (13)). Lithospheric effective viscosity now is a continuous function of depth due to the temperature-dependent viscosity, different from S cases discussed in the preceding section. Therefore, realistic loading time scales will be required in order to capture the possible stress relaxation in the lithosphere [e.g., Watts and Zhong, 2000].

[54] We first describe Case R1 (Table 3) that employs the reference rheological parameters. For high-temperature (i.e., >800°C) creep (equation (10)), the power law exponent is 3.5, the transition stress \( \sigma_{\text{trans}} = 3 \times 10^5 \text{Pa} \), the activation energy \( E_p = 360 \text{ KJ/mol} \), and the reference asthenospheric viscosity \( \eta_0 = 10^{20} \text{ Pa s} \). For low-temperature plastic deformation (i.e., <800°C), the rheological equation in Mei et al. [2010] (i.e., equation (11)) with \( A_p = 1.4 \times 10^{-7} \text{ s}^{-1} \text{MPa}^{-2} \), \( E_p = 320 \text{ KJ/mol} \), and \( \sigma_p = 5.9 \text{ GPa} \) was employed. For Byerlee’s frictional law (i.e., equation (13)), the frictional coefficient \( \mu_f \) is set to be 0.7, similar to the standard value from laboratory studies [e.g., Kohlstedt et al., 1995]. In other cases to be discussed later, we will also consider different rheological parameters including \( E_r \) (e.g., from 240 to 480 KJ/mol), \( \mu_f \) (e.g., from 0.7 to 0.1), and different low-temperature plastic deformation laws [e.g., Evans and Goetze, 1979; Raterron et al., 2004; Katayama and Karato, 2008]. In contrast to the S cases considered in the previous section, the rheological equations (10)–(13) are all highly nonlinear and require an iterative solution in the finite element modeling. Iteration for the nonlinear rheology stops when the relative difference in solutions of displacements between two consecutive iterations is less than 1%. In the model calculation, a minimum mantle viscosity is imposed at 10^{21} \text{ Pas}, which permits a larger incremental time for each time step (~250 years) and reduces the computational cost. Importantly, the imposed lower bound of mantle viscosity does not affect the model results for the present-day flexure (e.g., Cases S8 and S9).

[55] The calculated present-day flexure for Case R1 is significantly smaller in maximum amplitude than the seismically constrained flexure with an overall misfit of 0.534 (Figures 8a and 8b). The misfit and the flexure are similar to that from a plate with an elastic thickness of >60 km (e.g., Figure 6a and Case S8 in Table 3). This is consistent with the high stress (up to ~160 MPa) and high effective viscosity in the top 60 km of the flexed plate (Figures 8c and 8d for cross sections AA’ and BB’). Note that the maximum effective viscosity is set to be 10^{22} \text{ Pas} in the model, but this should not affect the lithospheric stress relaxation and deformation on the time scales (approximately several million years) of interest here. The results from Case R1 therefore suggest that the standard rheological models lead to a too stiff lithosphere to explain the observed flexure.

[56] As is the case of the S models with an elastic plate thickness of 60 km, there is also a neutral surface with minimum stress and strain rate at a depth of ~30 km below the loads and in their adjacent regions in Case R1 (Figures 8c and 8d).
The maximum stress of ~160 MPa occurs at a depth of 55 km below Hawaii, while the maximum strain rate of $10^{-16}$ s$^{-1}$ is at ~65 km depth where the effective viscosity is not as high as at shallower depths, which facilitates stronger deformation. With a frictional coefficient $\mu_f=0.7$, the frictional strength exceeds the maximum stress even at relatively shallow depths, and consequently does not have significant effects on lithospheric stress and flexure.

[57] Mei et al. [2010] reported an uncertainty of ±50 KJ/mol for activation energy $E_p$. Case R2 uses the lower bound value of $E_p$, i.e., 270 KJ/mol, and is otherwise identical to Case R1. The reduced $E_p$ weakens the lithosphere and leads to slightly larger flexures and an improved misfit in Case R2 (a misfit of 0.492 in Table 3). Case R3 employs a temperature threshold of 1000°C between the high-temperature creep and low-temperature plasticity regimes but is otherwise identical to Case R1. The larger temperature threshold strengthens the lithosphere slightly, causing the misfit to increase to 0.605 (Table 3).

[58] Cases R4–R7, which use different rheological parameters for the high-temperature flow law, demonstrate that the flexures are mostly insensitive to rheological properties at high temperatures (>800°C). Cases R4 and R5, for example, have an activation energy $E_c$ of 240 KJ/mol and 480 KJ/mol (Table 3), respectively, which differs from Case R1’s 360 KJ/mol but otherwise is identical to Case R1. The calculated flexures from these two cases have nearly the same misfit to the observed as in Case R1 (Table 3). In Case R6, the asthenospheric viscosity $\eta_a$ is reduced to $10^{19}$ Pa s, while Case R7 has a reduced transition stress $\sigma_{tran}=3 \times 10^8$ Pa (Table 3). Both Cases R6 and R7 assume $E_c=480$ KJ/mol. Again, these two cases show similarly large misfits for the flexures (Table 3). That the rheological properties at high temperatures do not affect the flexures significantly is expected, because the high-temperature flow law only affects the mantle and lithosphere at depths larger than ~60 km while the loads are mostly supported by the lithosphere at shallower depths. Consequently, in the following calculations we will focus our effort on how low-temperature plasticity and frictional properties of the lithosphere may affect lithospheric deformation.

5.3. Effects of Different Low-Temperature Plastic Flow Laws

[59] Cases R8, R9, and R10 are based on the low-temperature plasticity laws of Evans and Goetze [1979], Raterron et al. [2004], and Katayama and Karato [2008], respectively (Table 2 for rheological equations and parameters). Of these three cases, Case R9 which uses the equation by Raterron et al. [2004] produces the weakest lithosphere and hence the largest flexures and the smallest misfit of 0.383 to the observations, while Case R10 which uses the equation of Katayama and Karato [2008] produces the largest misfit at 0.459 (Table 3). The flexures from Cases R8, R9, and R10 correspond to those from elastic thickness of 47 km, 43 km, and 51 km, respectively (Table 3). Katayama and Karato [2008] also reported uncertainties for Peierls stress and the pre-exponential constant. We therefore recomputed Case R10 with the lower bound lithospheric strength but only found a small decrease of the misfit from 0.459 to 0.439. However, each of the three cases has smaller misfits than Case R1 that assumes the low-temperature plasticity of Mei et al. [2010]. This is consistent with the statement of Mei et al. [2010] concerning their plastic rheology producing the strongest lithosphere compared with previous studies.

[60] We note that the rheological equations of Mei et al. [2010] and Katayama and Karato [2008] include the stress in both the exponential function and pre-exponential term, while the stress only appears in the exponential function in Raterron et al. [2004] and Evans and Goetze [1979] (see Table 2). The latter form may produce a nearly constant, stress-independent strain rate, when the lithospheric stress is ~200 MPa or less as in our loading models, making it difficult to incorporate in loading models. Certainly, it would
be useful if the experimental data of Raterron et al. [2004] and Evans and Goetze [1979] could be expressed in a similar way to that of Mei et al. [2010]. For our remaining model calculations, we limit our discussion to the low-temperature plasticity equation in Mei et al. [2010].

One outstanding question is the form of the low-temperature plasticity law that is required to explain the observed flexures in the vicinity of the Hawaiian Islands. To address this question, we computed Cases R11–R15 in which the low-temperature plasticity of Mei et al. [2010] (i.e., equation (11)) was used with the same Peierls stress $\sigma_p$ and activation energy $E_p$, but a different pre-exponential constant $A_1$ (Table 3). Specifically, $A_1$ is increased by 2, 4, 6, 8, and 10 orders of magnitudes in Cases R11, R12, R13, R14, and R15, respectively, with the strongest lithosphere in Case 11 and the weakest in Case R15. As lithospheric strength decreases, the load-induced flexures increase. However, Case R14 produces the best overall match to the observed flexures (Figures 9a and 9b) with a misfit of 0.295 (Figure 6b and Table 3). Case R15 with the weakest lithosphere overpredicts the flexure, causing a larger misfit compared with Case R14.
Compared with Case R1 that uses the reference rheological parameters, Case R14 with reduced lithospheric strength produces a significantly thinner plate at the present day that contains higher stress and strain rate (Figures 8c–8e and 9c–9e). The higher stress in Case R14 leads to a clearly defined increased flexure, which is equivalent to a reduced effective viscosity in high-stress regions below the loads and in the bending regions due to the nonlinear rheology (Figures 9c–9e). The stress pattern from Case R14 is similar to Case S1 with 30 km elastic thickness that has a similarly small misfit to the observed flexures (0.311 in Table 3), although Case S1 is associated with a significantly larger stress (Figure 5b).

It is instructive here to compare the depth dependence of stress and strain rate in the Hawaiian Island region for Cases S1, R1, and R14 with the distribution of seismicity (e.g., Figure 3c) [Ancheta et al., 2011]. The averaged stress and strain rate for the present day is computed over a region that is centered at Hawaii with a radius of 250 km for these models (Figures 10a–10d). Case S1 shows two stress peaks at the surface and 25 km depth, respectively, and a stress minimum at 15 km depth, while Case R1 has two stress peaks at depths of 10 km and 60 km, respectively, and a stress minimum at ~30 km depth (Figure 10a). That the stress increases from the surface to 10 km for Case R1 reflects the increased frictional strength with depth for this case. The magnitude of strain rates is generally proportional to the stress, except for the mantle where the relatively small viscosity may lead to a large strain rate even with small stress (Figure 10b). The averaged stress and strain rate for Case R14 (Figures 10c–10d) shows similar patterns to Case R1, but the stress and strain rate minima and the second stress peak for Case R14 occur at much shallower depths than in Case R1.

Figure 9. Model results for the present day for Case R14. (a) The present-day flexures in a mapview and (b) for the three profiles that intersect the Hawaiian Islands ridge between Oahu and Molokai (plotted against y coordinates), (c) distribution of the second invariant of stress, (d) effectively viscosity, and (e) strain rate for cross sections AA’ and BB’. The color scale for stress is in Figure 4, and the color scales for viscosity and strain rate are in Figure 8. See Figure 4 caption for the symbols in Figures 9a and 9b. The stress contour in Figure 9c is for 100 MPa; the viscosity contours in Figure 9d are for $10^{22}$, $10^{23}$, and $10^{24}$ Pas, respectively; the strain rate contours are for $10^{-17}$ s$^{-1}$ and $10^{-15}$ s$^{-1}$. 
Interpretation of the seismicity distribution in terms of our stress and strain rate calculations is not straightforward. However, the seismicity in the Hawaiian Islands region shows a remarkably similar depth dependence to the modeled stress and strain rate. If we take the view that the high (low) level of seismicity corresponds to large (small) stress or strain rate in the lithosphere, we may conclude that the depth-dependent stress and strain rate for Case R14 with weakened lithosphere matches well with the seismicity pattern (Figures 10c–10d), but the seismicity minima at ~20 km depth and the second seismicity peak at ~40 km depth are at too large depths for Case S1 but at too small depths for Case R1 (Figures 10a–10b). Cases R1, R11–R15 therefore demonstrate that the lithosphere needs to be significantly weaker than predicted by the low-temperature plasticity law of Mei et al. [2010] in order to match the observed flexures and distribution of seismicity in the Hawaiian Island region.

Although we have already discussed the effects of loading history (e.g., the shortened loading times) and stress relaxation in Cases S9–S11, we need to revisit these issues for the R models, which incorporate more realistic thermal and rheological structures. For example, lithospheric viscosity in the R models varies continuously with temperature and hence depth and so we would expect a more continuous lithospheric stress relaxation with time. This potentially makes both the lithospheric thermal structure and loading times more critical to the model results. We have employed version 1.6 seafloor age [Muller et al., 1997] for determining

Figure 10. Depth dependences of horizontally averaged second invariant of stress and strain rate for (a, b) Cases S1 and R1, (c, d) Cases R14 and R23, and (e, f) Cases R13, R22, and R20. Also shown in Figures 10a–10f is the depth distribution of normalized seismicity (dashed curves with circles) at Hawaii [Anchieta et al., 2011] (also see Figure 3c). The average is done within a circle of 250 km radius centered at the big island of Hawaii.

[64] Interpretation of the seismicity distribution in terms of our stress and strain rate calculations is not straightforward. However, the seismicity in the Hawaiian Islands region shows a remarkably similar depth dependence to the modeled stress and strain rate. If we take the view that the high (low) level of seismicity corresponds to large (small) stress or strain rate in the lithosphere, we may conclude that the depth-dependent stress and strain rate for Case R14 with weakened lithosphere matches well with the seismicity pattern (Figures 10c–10d), but the seismicity minima at ~20 km depth and the second seismicity peak at ~40 km depth are at too large depths for Case S1 but at too small depths for Case R1 (Figures 10a–10b). Cases R1, R11–R15 therefore demonstrate that the lithosphere needs to be significantly weaker than predicted by the low-temperature plasticity law of Mei et al. [2010] in order to match the observed flexures and distribution of seismicity in the Hawaiian Island region.

[65] Although we have already discussed the effects of loading history (e.g., the shortened loading times) and stress relaxation in Cases S9–S11, we need to revisit these issues for the R models, which incorporate more realistic thermal and rheological structures. For example, lithospheric viscosity in the R models varies continuously with temperature and hence depth and so we would expect a more continuous lithospheric stress relaxation with time. This potentially makes both the lithospheric thermal structure and loading times more critical to the model results. We have employed version 1.6 seafloor age [Muller et al., 1997] for determining
lithospheric thermal and viscosity structures for Cases R1–R15 and for correcting the effect of thermal isostasy on the observed topography and flexures. In Case R16, we repeated Case R14 using the updated, high-resolution, oceanic crustal age model of version 3.2 \cite{Muller2008} for computing lithospheric thermal and viscosity structures and for correcting the topography and flexures. We found that the model misfit was slightly reduced from 0.295 for Case R14 to 0.291 for Case R16, suggesting that the effect of the crustal age difference between versions 1.6 and 3.2 on our model results is minor. In Case R17, we doubled the loading times for each of the loading stages listed in Table 1, but Case R17 is otherwise identical to Case R14. This time adjustment makes the loading times for Oahu and Molokai more consistent with the observations based on rock outcrop data \cite{Clague1988}. However, we found that the adjusted times in Case R17 have only a small effect on the model results of the present-day flexures which yield a misfit of 0.291, compared with 0.295 for Case R14 (Table 3). It should be pointed out that Case R17 with a doubled loading time can also be realized approximately by rescaling Case R14 using a doubled $\eta_0$ or $2 \times 10^{20}$ Pa s, as discussed in section 5.1. However, in contrast to the two-layer S models in section 5.1, the results from Case R17 differ slightly from simply rescaling Case R14 because of the imposed viscosity cutoff at $10\eta_0$ for computational efficiency.

5.4. Effects of Reduced Frictional Coefficient

In Cases R1–17 presented in preceding subsections, the frictional coefficient $\mu_f$ is 0.7. It has been suggested that pore pressure may lead to reduced frictional strength for the lithosphere \cite{Kohlstedt1995}. This effect may be modeled by reducing $\mu_f$. Reducing $\mu_f$ may be equivalent to weakening lithosphere from the top, in contrast to Cases R11–R17 that reduce lithospheric strength from the bottom by reducing the pre-exponential factor of the low-temperature plasticity law. Six cases with varying weakening factor and $\mu_f$ are computed to examine the effect of reducing $\mu_f$ (Cases R18–R23 in Table 3). Even with $\mu_f$ reduced to 0.1, significant weakening for the low-temperature plasticity case of Mei et al. \cite{Mei2010} is needed in order to match the observed flexures (Figure 6b). For example, Case R18 with no weakening is identical to Case R1, except that $\mu_f$ is reduced to 0.7. Significant weakening for the low-temperature viscosity case is as high as 0.472 (Table 3). With $\mu_f=0.1$, Cases R19 and R20 with a weakening factor of $10^4$ and $10^6$ have a misfit of 0.336 and 0.278, respectively (Figure 6b, Table 3), and the latter is the smallest misfit for all the cases computed in this study.

**Figure 11.** (a) The present-day flexures for the three profiles that intersect the Hawaiian Islands ridge between Oahu and Molokai (plotted against $y$ coordinates), (b, c) distribution of the second invariant of stress and strain rate for cross section AA’ for Case R20, and (d, e) distribution of the second invariant of stress and strain rate for cross sections AA’ and BB’ for Case R23. The color scales for stress and strain rate are in Figures 4 and 8, respectively. See Figure 4 caption for the symbols in Figure 11a. The stress contour in Figure 9c is for 100 MPa, and the strain rate contours are for $10^{-17}$ s$^{-1}$ and $10^{-15}$ s$^{-1}$. 
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low-temperature plasticity of Mei et al. [2010] needs to be reduced by 6 to 8 orders of magnitude, in order to match the observations (Figure 6b). Our calculations show that low-temperature plasticity from other laboratory studies [Evans and Goetze, 1979; Raterron et al., 2004; Katayama and Karato, 2008] also leads to too strong lithosphere to explain the flexures that are observed.

[70] There is likely to be a significant uncertainty exactly where the brittle-plastic transition (i.e., the transition from the semi-brittle deformation to low-temperature plasticity or BPT) occurs (Figure 1) [Kohlstedt and Mackwell, 2009; Mei et al., 2010], and it is important to examine its effect on our model results. As discussed in section 3.1.2, with the poorly understood semi-brittle regime, which is unaccounted for in our models, the effective lithospheric viscosity for temperatures colder than 800°C is mostly determined from the low-temperature plasticity, except possibly for shallow regions of lithosphere where the frictional strength is predicted to be small from Byerlee’s law. With this model assumption, it is likely that the semi-brittle deformation in some regions of the lithosphere is approximated by low-temperature plastic deformation. However, we believe that this approximation is justified and may not introduce significant errors. This is because the semi-brittle deformation may only be important in the lithosphere at temperatures ~400–500°C (i.e., BPT) where the lithospheric strength and effective viscosity are high (Figure 1) and where the lithospheric stress is not relaxed and is supported elastically on long loading time scale (i.e., several million years) (i.e., it behaves essentially elastically). On such time scales, the effective viscosity only needs to be as high as $10^{24}$–$10^{25}$ Pa s for the lithosphere to behave elastically. Our model calculations show that the effective viscosity predicted from low-temperature plasticity is sufficiently high under these temperatures and stress conditions (Figure 9). Therefore, we do not believe that representing the semi-brittle regime by low-temperature plasticity introduces significant errors to our results.

[71] In appealing to the low-temperature plasticity to explain the seismically constrained observations, we only varied the pre-exponential factor in the rheological equation for low-temperature plasticity while keeping the activation energy, Peierls stress, and other parameters the same as that in Mei et al. [2010]. However, this does not rule out other possible ways to weaken the lithosphere, such as reducing activation energy or Peierls stress. As pointed out by Mei et al. [2010], there are significant differences among the published low-temperature plasticity flow laws, due to differences in experimental techniques and conditions. The low-temperature plasticity laws of Raterron et al. [2004] and Demouchy et al. [2013], for example, lead to relatively weak lithosphere, while those of Mei et al. [2010] represent the strongest. We did not fully test how much variation in these flow laws would be required in order to match the observations. As discussed in section 5.3. Raterron et al. [2004] and Evans and Goetze [1979] employed a purely exponential flow law that is not as useful in modeling lithospheric deformation with $<100–200$ MPa stress. The experimental data from these studies may be refit to the same equations as Mei et al. [2010] that can be fully tested with our loading models in future studies. It is also important to note that when applying flow laws derived from laboratory studies to model in situ
observations (e.g., flexures), although it is often necessary to vary one or more parameters (e.g., activation energy or pre-exponential factor) from modeling perspective, the resulting flow laws may become inconsistent with the original experimental data.

[72] Laboratory studies for low-temperature plasticity are often performed on single-crystal or polycrystalline samples at significantly larger strain rate (~10^{-2} s^{-1}) and stress (~1000 MPa) conditions than in natural settings. While these laboratory studies provide important insights about the physics of deformation, a long-standing challenge has been how to apply these studies to situ geodynamic and tectonic problems on the one hand and whether other mechanisms contribute to the deformation on the other hand. For example, Ohuchi et al. [2010] reported that the presence of orthopyroxene may reduce lithospheric strength significantly. Based on analyses of peridotite mylonites, Warren and Hirth [2006] and Jaroslow et al. [1996] suggested that grain size reduction may lead to shear localization and permit diffusion creep at temperatures down to ~600°C, thus weakening oceanic lithosphere significantly. We believe that modeling in situ observations such as load-induced flexure is essential for developing independent and complementary constraints on lithospheric rheology and for calibrating laboratory studies. Our conclusion for relatively weak lithosphere is consistent with previous loading calculations using linear viscoelastic rheology, which indicated that in order to explain the relationship between elastic plate thickness and plate and load age, the activation energy for the mantle rheology was required to be small at ~150 KJ/mol [Courtney and Beaumont, 1983; Watts and Zhong, 2000; Watts et al., 2013]. However, due to technical limitations, these previous loading calculations only considered diffusion creep and excluded the nonlinear deformation regimes.

6.2. Coefficient of Friction of the Lithosphere

[73] Lithospheric strength at relatively shallow depths is limited by the frictional properties of the lithosphere (i.e., Byerlee’s law), and enhanced pore pressures may reduce frictional and hence lithospheric strength [e.g., Kohlstedt et al., 1995]. The effect of enhanced pore pressures may be simulated by reducing the frictional coefficient, \( \mu_f \). In our loading calculations, reducing \( \mu_f \) results in a weakened lithosphere, reduced stress, and enhanced deformation at shallow depths (<20 km) (Figures 11b–11e), which leads to increased load-induced flexures and an improvement in model misfit (Figure 6b). Depending on the low-temperature plasticity law (i.e., weakening factors of 10^6 or 10^8), loading models with \( \mu_f \) from 0.7 to 0.1 explain the observed flexures nearly equally well (Figure 6b), suggesting a trade-off between low-temperature plasticity and \( \mu_f \).

[74] However, the depth distribution of seismicity beneath Hawaii may provide constraints on \( \mu_f \) if seismicity can be regarded as a measure of the regional deformation [e.g., England and Molnar, 1997] rather than a local response to magmatic processes. Anchieta et al. [2011] showed that seismicity is at a minimum at a depth of ~20 km in Hawaiian Islands region (Figure 3c). Among the models that match well the observed flexures with weakening factor of 10^6–10^8 and \( \mu_f \) from 0.1 to 0.7 (Figure 6b), all the models with \( \mu_f \) from 0.25 to 0.7 produce a minimum in stress and strain rate at about the same depth (i.e., ~20 km) as the observed minimum in seismicity, but the model with \( \mu_f=0.1 \) yields a minimum in stress and strain rate at a significantly larger depth (~30 km) (Figures 10c–10f). Although this model with \( \mu_f=0.1 \) matches the seismically constrained flexures the best (Case R20 in Table 3 and Figure 6b), the distribution of seismicity appears to support \( \mu_f \) between 0.25 and 0.7. Our loading models also indicate that averaged strain rate and spatially varying strain rate at shallow depths are very sensitive to \( \mu_f \) (Figures 10d, 10f, 11c, and 11e). An additional constraint on \( \mu_f \) may be possible by further analysis of the seismicity distribution and comparison with the modeled strain rates.

[75] In situ stress measurements in deep (up to 9 km depth) boreholes on continents indicate that \( \mu_f \) is 0.6 which is consistent with the results of laboratory studies [Zobac and Townend, 2001]. If we consider the effect of hydrostatic pore-fluid pressure, then the nominal \( \mu_f \) is ~0.4. Our study, if we take into account the seismicity constraints, suggests that \( \mu_f \) ranges from 0.25 to 0.7 for oceanic lithosphere, which is broadly consistent with the in situ stress measurements on continents. Our calculations show that the load-induced lithospheric stress at Hawaii may reach 100–200 MPa (Figures 9c, 11b, and 11d) which is in accord with previous studies [e.g., Kanamori, 1980]. This stress may reflect the highest lithospheric stress, given that Hawaiian Islands are among the largest loads to have been emplaced on the surface of the Earth.

[76] It should be pointed out that interpreting the short-term seismic deformation in the context of long-term lithospheric deformation is not without difficulties. It has been suggested on the basis of frictional behavior of olivine aggregates, for example, that the depth of the ~600°C isotherm is the approximate limit of the seismicity in the oceanic lithosphere and hence marks the BPT [Boettcher et al., 2007]. However, at Hawaii, the 600°C isotherm is at ~40 km depth [e.g., Watts and Zhong, 2000] where the seismicity is at its second peak with notable seismicity that goes beyond 60 km depth (Figure 3b) [Anchieta et al., 2011]. This suggests that the brittle/ seismic deformation and plastic flow regimes may overlap and so we cannot rule out either regime at a depth >40 km. Our calculations demonstrate that the oceanic lithosphere at Hawaii at a depth >40 km must have sufficiently small effective viscosity beneath the loads such that it is unable to support the stress on a ~1 Ma loading time scale.

6.3. Implications for Mantle Dynamics and Plate Tectonics

[77] One of the most important goals in geodynamics is to understand how plate tectonics emerges dynamically from mantle convection. In particular, we may ask why Earth has plate tectonics or mobile lid convection while other terrestrial planets like Venus have stagnant lid convection [Bercovici, 2003]. Treating the mantle as purely viscous flow with pseudoplastic rheology, Morei and Solomatov [1998] reported that mobile lid convection is expected if the coefficient of friction \( \mu_f \) is between 0.03 and 0.13, while larger \( \mu_f \) leads to stagnant lid convection. Similar conclusions have been drawn from 3-D convection models [Tackley, 2000; Foley and Becker, 2009; van Heek and Tackley, 2008]. Some model calculations employed a constant yield stress and found that the yield stress needs to be <~100 MPa to produce mobile lid convection [Richards et al., 2001].
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Our loading calculations show that while the seismically constrained flexures in the region of the Hawaiian Islands permit a coefficient of friction $\mu_f$ from 0.1 to 0.7 for oceanic lithosphere, the depth-dependent seismicity at Hawaii is consistent with $\mu_f$ ranging from 0.25 to 0.7 but not 0.1. Therefore, our results present a challenge to those mantle dynamic models that consider a small coefficient of friction in order to generate a mobile lid, plate tectonic type of mantle convection. On the other hand, the fact that our loading studies reveal that the maximum lithospheric stress is 100–200 MPa is collaborative evidence to support those mantle dynamic models that consider relatively small (~100 MPa) yield stresses. However, it is also important to recognize that the maximum lithospheric stress that we have derived does not necessarily reflect the lithospheric strength. We believe that the loading calculations as presented here help constrain lithospheric rheology and stress that should ultimately improve our understanding of the conditions that are required for the generation of plate tectonics on Earth.

### 6.4. Limitations of Our Loading Models and Future Improvements

Our loading models ignore mantle compressibility and exclude the crust. Mantle compressibility and the crust do not, in general, affect the load-induced vertical motion significantly, as demonstrated in postglacial rebound studies [Paulson et al., 2007]. Therefore, we believe that our general results are not affected significantly by ignoring these factors. We note though that the differential restoring force at the top and bottom of the oceanic crust is included in our models. Mantle compressibility and the crust have been recently incorporated in a spherical version of our loading models (i.e., in the code CicomSVE) [A et al., 2013]. A significant advantage of including mantle compressibility is to more realistically simulate mantle elastic structure (e.g., from either preliminary reference Earth model or regional seismic models). We plan to implement mantle compressibility and the crust into our 3-D regional loading models as in CicomSVE [A et al., 2013] to make the model more generally applicable to geophysical problems.

The loading models presented here are based only on surface loads and ignore the possibility of subsurface (i.e., buried) loads, as is the case in most previous oceanic flexure studies [e.g., Watts and ten Brink, 1989; Wessel, 1993; Pritchard et al., 2007]. Buried loads include intrusive volcanic rocks often found near the Moho which may have a larger density (~3000 kg/m$^3$) than the basaltic/gabbroic crust (~2800 kg/m$^3$) [e.g., Contreras-Reyes et al., 2010; Richards et al., 2013]. It is challenging to assess the role of buried loads and their effects. However, we note that previous elastic plate models without buried loads reproduced the observed free air anomalies remarkably well at submarine volcanic loads [e.g., Watts and ten Brink, 1989; Wessel, 1993], suggesting that buried loads may not affect the loading calculations significantly. Clearly, this is a topic that deserves more future work.

The predicted flexures from our loading models do not match the seismically constrained flexures north of Oahu/Molokai as well as they do for other comparison sites. Watts and ten Brink [1989] encountered a similar problem in their elastic plate modeling. We computed models to replace an infill dominated by volcanoclastic sediments (i.e., density of 2300 kg/m$^3$) with one comprised mainly of volcanic rocks (i.e., density of 2800 kg/m$^3$) but found the differences to be small. Watts and ten Brink [1989] suggested that the Molokai Fracture Zone, which extends across the Pacific Ocean from a transform fault on the East Pacific Rise, to east of Molokai and then reappears on the west of the Hawaiian Islands in the Mid-Pacific mountains region (Figure 2b), may have affected the preexisting topography prior to the main island shield building phase in the region. For example, the crust near the fracture zone northeast of the channel separating Oahu and Molokai is thinner than beneath the Hawaiian moat and flanking arch [Watts and ten Brink, 1989]. We corrected the crustal thickness effects on flexures assuming local isostatic compensation (equation (17)), but this may introduce some errors in the flexures. Future work is needed to resolve this discrepancy better.

We used simplified loading histories (Table 1) and demonstrated that loading histories do not significantly affect the present-day flexure, based on comparison between Cases S1 and S11. However, loading histories do influence the vertical motion history (Figure 3b) and may affect present-day strain rates as well. Future studies may explore the possibility to use observed vertical motion history and strain rates at Hawaii as discussed here to constrain both lithospheric rheology and loading histories.

Finally, several other deformation and weakening mechanisms relevant to the lithosphere may need to be further investigated. First, while Wessel [1993] and Watts and ten Brink [1989] considered the potential effect of the Molokai Fracture Zone as a fault in their elastic plate model, our models ignore any possible weakening of the lithosphere in the vicinity of the fracture zone. However, seismicity at Hawaii does not show any preferred orientation with the trend of the Molokai Fracture Zone [Anchiceta et al., 2011]. This suggests to us that the fracture zone may not have significantly different long-term strength from the normal oceanic lithosphere, thus supporting our models. Indeed, elastic thickness estimates at nonslipping fracture zones suggest that they may actually be stronger than normal oceanic lithosphere [Wessel and Haxby, 1990]. Second, the effects of orthopyroxene [Ohuchi et al., 2010], shear localization from grain size reduction [Warren and Hirth, 2006], and the role of the poorly understood semi-brittle mechanism need to be examined in future studies.

### 7. Conclusions

We have developed a 3-D finite element model for computing the load-induced surface deformation and stress field for lithosphere and mantle with a nonlinear viscoelastic rheology. The new loading model has been applied to a lithosphere with a realistic nonlinear rheology which includes frictional sliding (i.e., Byerlee’s law), low-temperature plasticity, and high-temperature creep and used to determine the flexures and stresses associated with the emplacement of the volcanic load of the Hawaiian Islands on ~80 Ma Pacific Ocean lithosphere for the last few million years. By comparing model predictions with the seismically constrained flexure of Pacific oceanic crust and the depth dependence of seismicity in the Hawaiian region, we have sought to place new constraints on the rheology of oceanic lithosphere. Our main results are summarized as follows.
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Figure A1. Normalized flexures versus distance from the center of the load for 3-D benchmark cases with elastic plate thickness of (a) 25 km and (b) 100 km. Both analytical (dashed curves) and finite element (solid curves) solutions are plotted, but they nearly overlap each other. The four curves in each figure are for times of 0, 10tM (9512.95 years), 20tM (19,025.9 years), and 80tM (76,103.6 years) since the loading. Note that the load does not vary in y direction and that the profile from 3-D model is taken at y = 300 km (i.e., at the middle of the box).

1. The flexure of oceanic lithosphere caused by volcano loads can be modeled using a viscoelastic model; a special case of which is the classical elastic plate model. In accord with previous studies, our 3-D viscoelastic loading models show that the elastic plate beneath the Hawaiian Islands needs to be ~30 km thick in order to fit the seismically constrained flexures.

2. Flexure at the Hawaiian Islands is controlled by low-temperature plasticity and frictional sliding but are insensitive to high-temperature (>800°C) creep. Hence, observations of flexures only provide constraints on low-temperature plasticity and frictional sliding rheology.

3. Laboratory-derived low-temperature plasticity flow laws tend to predict too thick or too strong lithosphere to match the observed flexures at Hawaii. For example, the recently published low-temperature plasticity flow law of Mei et al. [2010] appears too strong and results in a ~60 km thick effective elastic plate for the Hawaiian Islands region. To match the observed flexures, the pre-exponential factor for the low-temperature plasticity flow law of Mei et al. [2010] needs to be reduced up to 6 to 8 orders of magnitude.

4. The observed flexures can be explained by a frictional coefficient μf in the range 0.1 to 0.7 with a weakening factor of 6 to 8 orders of magnitude for low-temperature plasticity. However, μf = 0.1 weakens the shallow part of the lithosphere so much that it causes the minima in strain rate and stress to occur at too large depths to be consistent with the depth distribution of seismicity in the Hawaiian Islands region. Our results therefore suggest μf in the range of 0.25 to 0.7, broadly consistent with the laboratory value and in situ borehole measurements in continents.

5. The maximum lithospheric stress beneath the Hawaiian Island volcanic loads is about 100–200 MPa for models with the realistic nonlinear rheology that fits the observed flexures. Given that Hawaiian Islands are among the largest concentrated loads on Earth, this stress may be viewed as the largest stress in the lithosphere on Earth.

Appendix A: The 2-D and 3-D Benchmark Calculations for Load-Induced Deformation

We present here 2-D and 3-D benchmark calculations to demonstrate the accuracy of our finite element code. For the 2-D Cartesian calculations, the box is 1500 km wide and 600 km deep. The material in the box has a density of 3330 kg m⁻³, a shear modulus of 3.3333 × 10¹⁰ Pa, and a viscosity of 10²¹ Pa s except for a top high-viscosity layer where the viscosity is 10²⁶ Pa s. We perform two calculations with different thicknesses for the top layer, one at 25 km and the other at 100 km. A load is applied at the left corner of the surface (i.e., x = 0) at time zero and is maintained through time (i.e., a Heaviside function). The load is 40 km wide at the base, 30 km wide at the top, and 1 m high with the same density as the medium below (Figure A1). No infill is considered in these benchmark calculations.

The physics of this type of loading problem is relatively straightforward as described in Zhong [1997] and Watts and Zhong [2000]. At time zero, the load generates elastic stress in the entire domain that supports the load. With time, the stress in the bottom layer with smaller viscosity relaxes viscously, while the stress in the top layer increases to support the load. The stress in the bottom layer largely vanishes after some characteristic time (i.e., some multiples of the Maxwell time tM defined as the ratio of the bottom layer viscosity or 10²¹ Pa s to shear modulus). The flexure is relatively small at t = 0, as the load is supported by the entire domain. As the stress decreases (increases) in the bottom (top) layer with time, the flexure also increases. After sufficiently long time, the flexure approaches the predictions of the elastic plate model [Zhong, 1997].

These two 2-D cases with different top layer thicknesses are computed with both an analytical solution approach [Zhong, 1997] and our finite element method. Figure A1 shows the analytical solutions (dashed curves) for the load-induced flexure at time 0, 9512.95, 19,025.9, and 76,103.6 years, or 0, 10, 20, and 80tM where tM is the Maxwell time defined by the bottom layer viscosity. The case

Table A1. Relative Errors ε in Percentage for the Benchmark Calculations

<table>
<thead>
<tr>
<th>Case</th>
<th>0</th>
<th>10tM</th>
<th>20tM</th>
<th>40tM</th>
<th>80tM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 km</td>
<td>0.70</td>
<td>1.3</td>
<td>0.92</td>
<td>0.69</td>
<td>0.68</td>
</tr>
<tr>
<td>100 km</td>
<td>0.90</td>
<td>1.2</td>
<td>0.88</td>
<td>0.58</td>
<td>0.50</td>
</tr>
<tr>
<td>3-D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 km-m</td>
<td>3.0</td>
<td>0.40</td>
<td>0.20</td>
<td>0.29</td>
<td>0.42</td>
</tr>
<tr>
<td>25 km-p</td>
<td>3.5</td>
<td>0.40</td>
<td>0.18</td>
<td>0.30</td>
<td>0.46</td>
</tr>
<tr>
<td>100 km-m</td>
<td>2.0</td>
<td>0.36</td>
<td>0.32</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>100 km-m-y</td>
<td>2.4</td>
<td>0.31</td>
<td>0.33</td>
<td>0.30</td>
<td>0.30</td>
</tr>
</tbody>
</table>

*Cases 25 km and 100 km are for the thickness of the top layer. For 3-D cases, “-m” designates a profile along the middle of the box at y = 300 km, “-p” is for a profile at y = 600 km (i.e., the sidewall), and “-y” is for a case with the load is applied along y direction.

At different time t = 0, 10tM, 20tM, 40tM, and 80tM, corresponding to 0, 9512.95, 19,025.9, 38,051.8, and 76,103.6 years, respectively.
with 25 km thick top layer shows a larger flexure including the depression and the bulge than that with 100 km thick top layer. For the modeling, 192 and 48 elements are used in horizontal and vertical directions, respectively, with some mesh refinements near the load. Time step $\Delta t$ is 0.25$\Delta x$. The solutions from the finite element code agree well with analytical solutions with errors that are generally about 1% or less at different times (Table A1), where the errors $\epsilon$ are defined as

$$\epsilon = \sqrt{\frac{\int \left( S_{FE}(x) - S_{ANA}(x) \right)^2 dx}{\int \left( S_{ANA}(x) \right)^2 dx}},$$  \hspace{1cm} (A1)$$

where $S_{FE}$ and $S_{ANA}$ are the flexures at a given time from finite element and analytical methods, respectively, and $L = 1500$ km is the length of the profile. [93] These two cases are also computed using the 3-D finite element code for a box that has dimensions of 1500 km, 600 km, and 600 km in $x$, $y$, and $z$ directions, respectively, that use 192, 48, and 48 elements in the three corresponding directions. The same load is along the $x$ direction with no variations in the $y$ direction. Mesh refinements are applied in the $x$-$z$ plane in the same way as in 2-D calculations, but uniform mesh is used in the $y$ direction. Time step $\Delta t$ is also equal to 0.25$\Delta x$. Flexures as a function of $x$ along a profile at $y = 300$ km (i.e., at the middle of the box) are plotted in Figure A1 (solid curves) at time 0, 9512.95, 19,025.9, and 76,103.6 years for these two cases, showing excellent agreement with the analytical solutions with similarly small relative errors to those from 2-D finite element calculations, except for the elastic response at $t=0$ for which the errors are $\sim$3% (Table A1). The relative errors for profiles at $y = 0$ and 600 km are also similar (Table A1). The 3-D calculations are also performed with the load applied along the $y$ direction, and the accuracy of the solutions is similar to that with the load applied in the $x$ direction (Table A1). Based on these benchmark calculations, we conclude that our finite element code is sufficiently accurate for the volcanic-loading situations discussed in this paper.
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