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[1] The thickness of continental lithosphere varies considerably from tectonically active to cratonic regions,
where it can be as thick as 250-300 km. Embedded in the upper mantle like a ship, when driven to move by
a velocity imposed at the surface, a continental keel is expected to induce a pressure gradient in the mantle.
We hypothesize that the viscosity of the asthenosphere or the shear coupling between lower lithosphere and
asthenosphere should control this pressure effect and thus the resulting dynamic topography. We perform
three-dimensional finite element calculations to examine the effects of forcing a continental keel by an
imposed surface velocity, with the Australian region as a case study. When the upper mantle is strong
but still weaker than the lower mantle, positive dynamic topography is created around the leading edge,
and negative dynamic topography is created around the trailing edge of the keel, which is measurable
by positive and negative geoid anomalies, respectively. For a weak upper mantle the effect is much
reduced. We analyze geoidal and gravity anomalies in the Australian region by spatiospectral localization
using Slepian functions. The method allows us to remove a best fit estimate of the geographically localized
low spherical harmonic degree contributions. Regional geoid anomalies thus filtered are on the order of
+10 m across the Australian continent, with a spatial pattern similar to that predicted by the models.
The comparison of modeled and observed geoid anomalies places constraints on mantle viscosity structure.
Models with a two-layer mantle cannot sufficiently constrain the ratio of viscosity between the upper and
lower mantle. The addition of a third, weak, upper mantle layer, an asthenosphere, amplifies the effects of
keels. Our three-layer models, with lower mantle viscosity of 3 x 10%* Pa s, suggest that the upper mantle
(asthenosphere) is 300 times weaker than the lower mantle, while the transition zone (400-670 km depths)
has a viscosity varying between 10*' and 10** Pa s.
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1. Introduction

[2] Our understanding of Earth’s deformation and
dynamics fundamentally depends on the rheology
of the mantle. The viscosity structure of the mantle
has been inferred mainly by studying the response
to disappearing glacial surface loads over the past
10° years [e.g., Cathles, 1975; Peltier, 1976; Wu and
Peltier, 1983; Yuen and Sabadini, 1985; Nakada and
Lambeck, 1989; Lambeck et al., 1990; Mitrovica,
1996; Simons and Hager, 1997; Mitrovica et al.,
2007] and by examining geophysical signals from
models of mantle convection, such as long-wave-
length geoid anomalies and surface plate velocities
[e.g., Hager, 1984; Ricard et al., 1984; Hager and
Richards, 1989; King and Masters, 1992; Forte
and Peltier, 1994]. Results from these methods have
not always been consistent. Analyses of convection-
related observables have routinely suggested that
the upper mantle is less viscous than the lower
mantle by a factor of at least 30, and perhaps as
much as 300. On the other hand, studies of glacial
isostatic adjustment sometimes argue for less than a
factor of 10 variation [Peltier, 1998]. Jointly invert-
ing several types of data has provided additional
detail [e.g., Mitrovica and Forte, 2004], but the
mantle’s viscosity structure remains incompletely
resolved. This is mainly due to the poor vertical
resolution of the postglacial rebound data [Paulson
et al., 2007a, 2007b]. Here, we consider whether
pressure gradients across continental keels can be
used to place a meaningful constraint on the vis-
cosity of the upper mantle.

[3] The thickness of the continental lithosphere var-
ies considerably from tectonically active to stable
cratonic regions [Artemieva, 2009]. Determining
the depths of continental keels has been an area of
much study and debate over the past several dec-
ades [King, 2005], with estimates historically rang-
ing from 175 to 400 km. Observations of surface heat
flux, for example, suggest a thick Archean litho-
sphere [e.g., Rudnick et al., 1998], though nowhere
exceeding 250 km [e.g., Ballard and Pollack, 1987,
Nyblade and Pollack, 1993; Jaupart et al., 1998].
Analyses of mantle xenoliths, if indeed representa-
tive of a conductive geotherm, have led to thickness
estimates in the lower end of the range, 150—200 km

[Rudnick et al., 1998]. Measurements of electrical
conductivity show that differences between oceanic
and Archean cratonic regions are limited to depths
shallower than 250 km [Hirth et al., 2000]. Seismi-
cally, lithosphere is typically considered to extend to
depths where shear wave speeds are significantly
faster than the global average speed (usually >1.5%—
2%) [Masters et al., 1996; Mégnin and Romanowicz,
2000; Simons and van der Hilst, 2002; Ritsema et
al., 2004]. While some types of data are known to
be influenced by anisotropy in the upper mantle
[Ekstrom and Dziewonski, 1998; Gung et al., 2003],
most recent seismic estimates generally limit litho-
spheric thickness to at most 300—350 km [Artemieva,
2009]. Overall, across disciplines, the continental
keel thickness estimates are in the range of 200—
300 km. In particular, Australia, our region of inter-
est, consistently yields some of the highest esti-
mates of any craton, with fast seismic wave speed
anomalies persistent to depths of 250-300 km in
models of Vg, the vertically polarized shear wave
speed [e.g., Debayle and Kennett, 2000a; Simons et
al., 2002; Ritsema et al., 2004].

[4] The base of the lithosphere has much signifi-
cance to geodynamics since, as a mechanical lower
boundary, it separates the rocks which remain
coherent parts of the lithosphere over geologic
time from those below that are part of the con-
vecting mantle [Turcotte and Oxburgh, 1967]. It is
for this reason that such thick continental keels are
expected to translate with plate motion over long
time scales; an observation that is corroborated by
the global correlation of continental crustal age with
lithospheric thickness at long wavelengths [Simons
and van der Hilst, 2002]. Furthermore, continental
keels influence the coupling between mantle and
lithosphere, thus affecting net rotation of litho-
sphere [Zhong, 2001; Becker, 2006, 2008] as well
as regional lithospheric deformation [Conrad and
Lithgow-Bertelloni, 2006].

[5] The motion of continental keels through the
upper mantle, which is relatively less viscous, can
be expected to induce pressure perturbations in the
mantle moving around them [Ricard et al., 1988].
Such pressure gradients will mainly be controlled
by the viscosity and thickness of the asthenospheric
channel below the lithosphere. If the viscosity of
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this channel is low relative to the rest of the mantle
the pressure gradient should cause return flow
beneath the keel with little effect on dynamic
topography at the Earth’s surface. However at
higher asthenospheric viscosities the return flow
should be reduced in favor of a signal in the surface
topography and hence gravity anomalies or the
geoid. Ricard et al. [1988] used an approximate
mode-coupling method to estimate these geoidal
anomalies in the tens of meters.

[6] In this study we constrain the viscosity of the
upper mantle by comparing modeled dynamic
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geoid anomalies to observations. As these signals are
proportional to the magnitude of velocity change
across the mantle, we focus on the Australian
continent, with its relatively large surface veloci-
ties. We analyze the regional geoidal anomalies by
spatiospectral localization using Slepian functions.
Our results will also be applicable to understanding
the development of seismic anisotropy beneath
continental cratons and the orientation of the lith-
ospheric stress field surrounding them.

2. Analytical Treatment

[7] To illuminate the physics, we first consider a
simplified problem in two dimensions (2-D) that
can be solved analytically by neglecting flow in the
third dimension, normal to surface motion. We
examine the flow at two locations: in the far field,
in which a lithosphere of uniform thickness moves
over a layered viscosity structure, and the flow
beneath a keel, where a much thicker lithosphere
moves over the same layers. In both of these
locations we would expect only horizontal flow.
Therefore, from conservation of mass, the amount
of horizontal flow at these locations should balance
each other. This takes the form of the flux balance

/Ku(z)dz:/pu(z)a’z7 (1)

where the material flux across a vertical plane is
the integral of the horizontal velocity function u
over depth. Horizontal and vertical coordinates are
represented by x and z, and the subscript K indicates
the location under the keel, while F' indicates the
far field (see the notation section). This is also
illustrated in the cartoon in Figure la, where the

Figure 1. (a) Cartoon illustrating the mass balance
argument in the analytical treatment in section 2. Arrows
represent the amount of mass transported in each region.
Since the lithosphere moves with constant motion, the
flow in the mantle must balance the excess mass trans-
ported in regions of thick lithosphere (i.e., the keel
region). (b) Dimensionless pressure gradients from the
two-layer analytical solution (equation (6)) for various
keel thicknesses and +, the ratio of upper mantle to lower
mantle viscosities. (¢ and d) Numerical experiment sche-
matic. Figure 1c shows viscosity variation with depth.
Solid line is the preferred model, and dashed line shows
keel viscosity. Grey shades show variations of viscosity
considered. Figure 1d shows assumed layering. Maximum
keel depth is 300 km. Upper mantle-transition zone
boundary is varied to set channel thickness between the
keel and transition zone.
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arrows representing the amount of mass flow change
with depth but sum to the same amount in each
region. Since the motion of the lithosphere is con-
stant, the flow in the mantle must balance the excess
mass transported in regions of thick lithosphere
(i.e., keel regions). In one-dimensional channel
flow [Turcotte and Schubert, 2002], the equation of
motion can be written as

or  Op Pu  Op

%o a2 o @
where T is the shear stress and p the pressure. The
viscosity, 1, is assumed to be constant in each
layer. By integration we obtain an equation for the
velocity, u, as a function of depth, which is sub-
sequently solved for by applying the boundary
conditions. These are: constant velocity at the sur-
face, and fixed zero velocity at the bottom. In the
far-field case of surface-driven motion, dp/Ox can
be considered as zero, and we have linear velocity
functions with velocity everywhere in the same
direction as the top surface. Underneath the keel, a
horizontal pressure gradient is allowed and can be
solved for when balancing the material flux.

[8] We simplify our solutions by nondimensionaliz-
ing pressure and coordinates by the relevant length,
mass, and time scales. For layers with constant vis-
cosity we use

/ p / X
= Zaonr and x = h (3)
()

where p' is dimensionless pressure, x’ is dimension-
less horizontal coordinate, u, is the horizontal
velocity at the surface, 77,/ is the viscosity of the
lower mantle, and /¢ is the thickness of the upper
mantle in the nonkeel region. Values such as the
thickness of the upper mantle channel below the
keel, h, and the thickness of the lower mantle, d,
nondimensionalize to A" = h/hg and d' = d/hy. We
also use &k = hy — h as the thickness difference

between the keel and the surrounding lithosphere,
written dimensionless as k' = (hg — h)/hy.

[9] For a uniformly viscous mantle the keel-
induced pressure gradient is a well-known result,
which varies as the cube of the channel thickness,
h, written as

op k

o= 6”077}73

op' K
=6
ox

or 5 5=67. (4)

This is similar to Turcotte and Schubert [2002,
equation 6-22], except that we allow for a non-

zero far-field flux equal to that of uniformly thick
lithosphere.

[1o] When the mantle has multiple viscous layers,
the dependence on the thickness of the weakest
layer is more complex. For a two-layered mantle,
velocity is solved for in each layer, and then the
dimensionless pressure gradient can be written as

h/2 _ ,YdIZ 1 — ,.yd/Z
o N\qa+w) \arvd )
o 1 V(—2d'H —d?) — K> ’
5 (W = ~d') { S +4
] 12 ! ! hl3
A= —37d”(2d +3H) + 5. (6)

Here, v = nua/mrar 1s the ratio of the viscosities
of both layers. Setting the thickness of the lower
mantle, d', to zero reduces equation (6) to equation
(4). Assuming that the thicknesses of the upper and
lower mantle are fixed with the boundary at 670 km
depth, we plot the pressure gradient versus -, the
ratio of upper mantle to lower mantle viscosities, for
several keel thicknesses (Figure 1b). As expected, a
thicker continental keel results in larger dimen-
sionless pressure gradients. More interesting, how-
ever, is the variation with . As ~ is decreased from
one (uniform viscosity mantle), pressure gradients
initially increase even though upper mantle vis-
cosity is lower. Pressure gradients eventually peak,
and decrease with decreasing .

[11] We also considered a three-layered mantle
with a fixed 300 km thick keel and another division
around 400 km depth. While this system is more
complex, the cases we checked showed a weak
upper mantle may result in increased pressure
gradients and thus increased dynamic topography,
as in the two-layered case.

[12] The analytical model illuminates the problem
of flow-generated dynamic topography in the fol-
lowing ways. First, the addition of a weak layer in
the upper mantle can enhance the effect of conti-
nental keels and increase pressure gradients. Sec-
ond, the magnitude of surface velocity exerts strong
control over dynamic topography since it directly
scales the pressure gradient, as per equation (3):
the higher the surface velocity, the more dynamic
topography can be generated in the system.

[13] While idealized, a 2-D analytical treatment of
the problem easily illustrates our hypothesis: that
continental keels induce both horizontal variations
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in mantle velocity and pressure that are controlled
by the details of the viscosity structure. We continue
this analysis with more realistic three-dimensional
(3-D) calculations, focusing on the unique gravity
signals resulting from the dynamic topography. The
absence or presence of these signals in Earth’s
observed gravity field then allow us to bound the
plausible viscosity structure below.

3. Numerical Experiment Setup

[14] Our keel models are kept relatively simple,
since we intend to examine the first-order effects of
their motion only. We begin by assuming bound-
ary-driven flow, and neglect mantle and crustal
buoyancy forces. This Stokes flow problem is
governed by two of the conservation equations
of viscous fluids, those for mass and momentum,
represented in dimensionless form as

V.v=0, (7)

~Vp+ V- [n(VWw+V'v)] =0, (8)

where v, p, and 7 are the velocity vector, pressure,
and viscosity, respectively.

[15] These equations are solved with the parallel
finite element code CitcomCU [Moresi and Gurnis,
1996; Zhong, 2006]. We design our model space in
regional spherical geometry to span depths from
the surface to the core-mantle boundary (CMB),
and to cover a 120° by 120° area. Typical resolu-
tion for each case is 192, 192, and 104 elements in
longitude, latitude, and radial direction, respec-
tively, giving 0.625° per element of horizontal
resolution. Vertical resolution is enhanced in the
upper mantle at the expense of lower mantle res-
olution to properly resolve the expected large ver-
tical gradients in horizontal velocity. The upper
mantle (between 70 and 670 km depth) has 10 km
per element of radial resolution, while the lower
mantle and lithosphere above 70 km depth have
57.8 km and 14 km per element of radial resolu-
tion, respectively. We specify the thickness of
lithosphere at every column of elements and center
the keel in our model space at 60° longitude,
0° latitude. The surface velocity is then fixed to
result from an Euler pole rotation with an axis at
90° latitude with rotation magnitude of 1 cm/yr.
We use a fixed boundary condition on the bottom,
which will be discussed further later. On the sides
of our box that are parallel to the flow direction we
use reflecting boundary conditions. On the sides
perpendicular to flow, we use periodic boundary

conditions which allow free throughflow with iden-
tical velocity on either side. Thus the combined
velocity solutions for the side boundaries are mass
preserving. Perturbations to the pressure field caused
by the keel motion result in dynamic topography
at the surface. We analyze the gravity anomalies
associated with this dynamic topography and make
comparisons to the observed field.

[16] Since dynamic topography directly scales with
the magnitude of surface velocity for the New-
tonian rheology used in our calculations, we focus
our study on the Australian continent, which is the
fastest moving continental plate. When imposing
surface velocity we use the azimuth of plate motion
at the center (130°E, 25°S) of Australia’s litho-
spheric keel from the HS3-NUVELIA model,
which is 1.81° east of north [Gripp and Gordon,
2002] and, later, scale the results by the surface
velocity magnitude of 8.267 cm/yr. The prescribed
surface boundary conditions are the driving force in
our calculations and may do work on the calcula-
tion medium [e.g., Han and Gurnis, 1999]. If this
work induces significant stresses at the surface it
may influence the dynamic topography of our
calculations. We performed calculations with var-
ious lithospheric viscosities (including the keel)
between 10 and 500 times that of the lower mantle.
As long as the lithosphere is sufficiently more
viscous than the upper mantle, there was very little
difference in the resulting surface stresses, hence
dynamic topography and geoid, indicating that
stresses at the surface are caused by the pressure
perturbations in the upper mantle associated with
keel structure. Also, our use of periodic inflow/
outflow boundary conditions likely minimizes this
effect. While our calculations use surface motions
over a passive mantle, mantle flow beneath a fixed
keel could produce similar pressure gradients. The
important quantity is the net shear between the
surface and the underlying mantle which could be
influenced by buoyancy-driven flow, such as sub-
duction. Accordingly we examined mantle flow
beneath Australia from a global mantle flow model
driven by both plate motion and mantle buoyancy
[see Zhang et al., 2010] to investigate whether the
velocity boundary conditions assumed at the top
and bottom are valid. While this is discussed fur-
ther in section 5.4, the results are broadly consistent
with what we assume in this regard.

[171 We use the upper mantle shear velocity tomog-
raphy model CUB2.0 [Shapiro and Ritzwoller,
2002] to create lithospheric keel thickness distribu-
tions for our calculations (Figure 2a). Since the
Australian continent is surrounded by relatively
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Figure 2. (a) Plot of keel depth from the tomography
model CUB2.0 [Shapiro and Ritzwoller, 2002]. We
map the +2% shear wave speed perturbation from initial
model ak135 using Vg and set a maximum lithosphere
depth of 300 km. (b) Colored EGM96 geoid height
without the degree / = 2 zonal spherical harmonic
coefficient. (c) Plot of the sum of squares ZZ;S gﬁ of
the first N + 5 eigenfunctions localized within a 30°
circular region centered in western Australia for the
bandwidth L = 0-8. The colored field shows the sensi-
tivity of our filter to the region of interest. Overlain is
the 90% contour of this sensitivity.

young oceanic lithosphere [Miiller et al., 2008],
lithospheric thickness is set to a minimum of 70 km.
At each increasing depth we use a +2% cutoff
shear wave velocity perturbation contour with
respect to the ak135 reference model [Kennett et
al., 1995] to estimate the extent of the continental
keel. As mentioned earlier, estimates for the
thickness of continental cratonic lithosphere from
seismic tomography depend on the type of data
used. The CUB2.0 model was created via a Monte
Carlo inversion of global surface wave dispersion
data using both Rayleigh and Love waves. Shapiro
and Ritzwoller [2002] specifically allow for radial
anisotropy in their inversion, down to a depth of
250 km. Where possible, we use the best fitting
Vg estimate, which is consistently smaller than
the Vgy estimate. Below this depth their data is
unable to constrain radial anisotropy and the esti-
mated isotropic shear wave speed, Vg, is used. We
limit the thickness of the lithosphere to 300 km
since greater thicknesses are not supported by the
majority of tomographic upper mantle models.

[18] Our models use layered viscosity structures
according to the schematic shown in Figures lc
and 1d. Mantle viscosities are constant with depth
within each layer and are rendered dimensionless
by a reference value of 2 x 10*' Pa s. Lithospheric
viscosity and keel viscosity, are set to a constant
significantly higher than the mantle (e.g., 10** Pa s).
We begin with a two-layered mantle with viscosity
contrast at 670 km and vary the ratio of viscosities
of the lower and upper mantle. Calculations are
then performed with a three-layered mantle with
divisions at 670 km and 400 km depth. Finally, our
experiments also vary the thickness of the astheno-
spheric channel from 50 to 150 km to examine the
trade-off between channel viscosity and thickness.

4. Analysis of Gravity

[19] We seek to compare the dynamic geoid anoma-
lies in our calculations to Earth’s observed geoid
in an effort to constrain the viscosity structure of
the upper mantle. This task is neither simple nor
straightforward. The Earth’s gravitational potential
at a given surface point receives contributions from
the mass distribution at all depths beneath and
around it. In the Australasian region (Figure 2b) we
would therefore expect the geoid [Lemoine et al.,
1998] to reflect the mass redistribution processes
that occur in the surrounding subduction zones
[McAdoo, 1981], and processes in the lower mantle
[Hager and Richards, 1989], in addition to the
dynamic signal that we must thus attempt to iso-

6 of 21



Geochemistry

Geophysics (
Geosystems \ s

.

HARIG ET AL.: CONTINENTAL KEEL MOTION AND THE GEOID

10.1029/2010GC003038

late. Fortunately, we expect our dynamic signals
to be localized both spatially and spectrally. By
examining equivalently localized contributions to
Earth’s gravitational potential field we can distin-
guish possible dynamic signals from these other
regional contributions.

[20] The usual spherical harmonic representation
of potential fields links spatial and spectral infor-
mation through global spherical basis functions
which have perfect frequency selectivity but none
in space [e.g., Freeden and Michel, 1999]. In order
to isolate a spatially localized contribution to the
signal, spectral and spatial concentration must be
balanced somehow.

[21] For instance, Simons and Hager [1997] devel-
oped a procedure that constrains regional con-
tributions to global spherical harmonic spectra to
examine the rebound of the Canadian shield after
removal of its ice sheet. They constructed isotropic
bandlimited windowing functions on domains with
circular symmetry from zonal spherical harmonics,
according to a sensible but nonoptimal [see, e.g.,
Wieczorek and Simons, 2005] concentration crite-
rion. After their pioneering work, Simons et al.
[2006] showed how to derive a family of opti-
mally concentrated basis functions on domains
with arbitrarily irregular boundaries. As their con-
struction uses all of the available spherical har-
monics Y,m, of integer degree /=0, ..., L, and order
m = —I, ..., [, the “Slepian” basis, ga, =1, ...,
(L + 12 as it has come to be known, is a perfect
alternative to the spherical harmonics. Indeed, any
scalar geophysical function, s(t), that is bandlim-
ited to degree L and lives (without loss of gener-
ality) on the surface of the unit sphere can be
represented completely equivalently in either basis,

L !
= Z Z Sim Ylm
1=0 m=—1

L+I

Z Sa grk (9)

[22] The Slepian functions, g,, which are band-
limited to some degree L, are always constructed
with reference to a particular spatial region of
interest, R, of area A, on the surface of the unit
sphere, ). The criterion for concentration to the
region of interest is quadratic: the Slepian functions
are those that maximize their energy locally for the
available bandwidth, following

/ﬁmm
)\ R

=< — maximum, (10)

/4@&
Q

and where 1 > X\ > 0. Practically, they are given by
the spherical harmonic expansion

L !

1=0 m=-1

where the coefficients, g, ;,,, are obtained by solving
the eigenvalue equation

L 4
Z E Im'm' &I'm' = )‘glm~ (12)

=0 m'——1

The four-dimensional object whose elements Dy, 7,y
are products of spherical harmonics, integrated
over the region R, is called the localization “kernel”
[Simons et al., 2006].

[23] The eigenvalues of this problem, A;, X, ...,
Az+1y» sum to a space-bandwidth product termed
the “spherical Shannon number,” N. Typically, N
is a good estimate of the number of significant
eigenvalues, and thus of the number of well-
concentrated functions for the problem at hand. As
a result, an expansion of the signal in terms of its
first N Slepian functions provides a high-quality
regional approximation to the signal in the region
[Simons and Dahlen, 2006], at the bandwidth
level L. Since

N=(L+ 1)2:; (13)

where A/(4r) is the fractional area of localization,
the effective dimension of the Sleplan basis is
much reduced compared to the (L + 1)? terms in
the spherical harmonic expansion. The Slepian
functions are efficient for the study of geograph-
ically localized geophysical signals, which are
sparse in this basis [Simons et al., 2009],

N
~ ZS“ ga(F) for

a=1

FeR (14)

[24] The geoid in the region of Australia (Figure 2b)
is dominated by two striking features: a broad and
large-amplitude positive anomaly to the north near
Indonesia and the Western Pacific, and an equally
broad and large-amplitude negative anomaly south
of India trending to the southeast. Both anoma-
lies are rather long-wavelength features, and can
be attributed to the history of subduction and lower
mantle structure in the area [e.g., Hager and
Richards, 1989; Ricard et al., 1993]. A simple
estimate for the size of a dynamic keel-related (i.e.,
model-generated) signal would be roughly the size
of the keel itself. Therefore, we shall determine
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spatiospectrally localized functions to remove the
longer-wavelength contributions to the regional
geoid in and around Australia both in the observa-
tions and in our model domain, thereby hopefully
preserving the signal. By removing the long-
wavelength geoid contributions and ascribing what
remains to the keel movement we run the risk of
incurring bias from an unexpected contribution to
the geoid in our analysis. However, the unique
spatial pattern in our modeled geoid and its
agreement with the filtered observed geoid supports
our modeling approach.

[2s] We elect to use our functions to remove
bandwidths below L = 8. This roughly corresponds
to the wavelength of our keel outline and our
experience has shown that it acceptably balances
removing broad, regional geoid features with the
preservation of sufficient model signal for analysis.
We separate the observations into a low-degree and
a high-degree part in both the spherical harmonic
and the Slepian basis of bandwidth L, as

~
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1ax
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Linax !
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Compared to the original expansion (15),
equation (18) represents the signal with the low-
degree components separated into local (the first
term) and nonlocal (the second term) contributions.
The first term in equation (18) can thus be omitted
in order to remove the local contributions to the
low-degree signal.

[26] If we sum the squares of all of the Slepian
functions the value N/4 is reached everywhere on
the unit sphere [Simons et al., 2006]; by performing
the partial sum of the first NV terms we obtain

N
N
2/\
~— 1
g:lg,y(r) ~ for

FER (19)

By plotting the sum of the first several squared
Slepian eigenfunctions we can determine where the
truncated expansion is most sensitive and thus most
successful at subtracting regional contributions. We
will target our attention to the area where the
analysis reaches 90% of its maximum sensitivity by
this measure. In practice, this means that we shall
take the first N + 5 basis functions to guarantee the
efficient removal of low-degree signal from the
region of interest (Figure 2c¢).

[27] When the geoid is bandlimited to increas-
ingly higher spherical harmonic degrees, shorter-
wavelength signals begin to dominate the field.
Around Australia, the sharp density contrast between
the continental lithosphere and oceanic litho-
sphere that is over 100 Ma old results in prominent
geoid anomalies along the coastline in the shorter-
wavelength geoid field. We apply a simple, approx-
imate, correction for these anomalies, derived by
Haxby and Turcotte [1978]. This correction assumes
that topography and bathymetry follow Airy iso-
static compensation, and therefore it expresses the
change in the moment of the density distribution
that is expected when the thickness of crust varies.
We apply this correction to the geoid from the
EGM96 model [Lemoine et al., 1998] prior to the
Slepian filtering technique.

[28] We illustrate the application of our method in
Figure 3 using data from EGM96. The Slepian
functions we use will be designed to fit the local-
ized power at the low degrees of the geoid. They
are bandlimited to L = 8 and are concentrated
within a region of interest of colatitudinal radius
© = 30° centered on colatitude 6, = 115° and
longitude ¢ = 130° (i.e., the center of the Austra-
lian keel). The corresponding rounded Shannon
number N = 5. Figures 3a-3c display various ver-
sions of the EGM96 geoid height that are simply
truncated, namely, after removal of the degrees
[ through 2, through 8, and between 9 and 360,
respectively, i.e.,

360

Z Z Sim Ylm» (20)
1=3 m=—1
360

Z Zslm Y., and (21)

=9 m=—1

8 !
§3 = Z Z Sim Yim- (22)

For reference we note that s, in Figure 3a, is a fair
approximation to the Earth’s nonhydrostatic geoid.
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Figure 3. Example of Slepian filtering technique for a low maximum bandwidth of L = 8. (a—c) Spectrally truncated
versions of the EGM96 geoid height. (d—f) The filtering process. Figure 3a shows the complete EGM96 geoid undu-
lation with degree / =2 removed. Figure 3b shows the geoid with all coefficients from / = 2 through / = 8 set to zero.
Figure 3c shows the geoid between / = 3 and 8. In this example, our functions are designed to fit the localized power
of these low degrees. Figure 3d shows the fit of the first N+5 Slepian eigenfunctions to the low-degree EGM96 geoid
(Figure 3c¢), concentrated within a 30° circular region (outlined in white) centered over western Australia. Figure 3e
shows the residual after subtracting the Slepian fit from the low-degree EGM96 geoid. Overlain in white is the 90%
contour of sensitivity from Figure 2c. Figure 3f shows the results of subtracting the low-degree Slepian fit from the
full EGM96 geoid (Figure 3a). Figures 3b, 3e, and 3f are shown with the same color scale, as are Figures 3¢ and 3d.

[29] In the course of our analysis we found that
reconstructing the low-degree geoid with a Slepian
basis of more than N terms was necessary to
obtain good fits to the modeled data. Therefore,
Figures 2c and 3d-3f use N + 5 = 10 basis func-
tions to remove the local signal. Including these
extra functions does not significantly affect the
trade-off between spatial and spectral localization.
In Figures 3d—3f we show the filtering process by
first showing, in Figure 3d, the fit of the first N + 5
Slepian eigenfunctions to the low-degree EGM96
geoid (i.e., s3 shown in Figure 3c), with the cir-
cular region of concentration, the 90% contour of
sensitivity that is also shown in Figure 2c, out-
lined in white. Figure 3e displays what remains
after subtracting the Slepian fit from the low-

degree EGM96 geoid, s3 shown in Figure 3c.
Finally, Figure 3f shows the results of subtracting
the low-degree Slepian fit (i.e., Figure 3d) from the
full EGM96 geoid shown in Figure 3a. In other
words, we are plotting

10
54 = Zsaga, (23)
a=1
31
S5 = Z Sa8a = S3 — 84, and (24)

a=11

360

81
S6 = Zstzga+zzslm}]lm251_s4~ (25)

a=11 1=9 m=—1
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A comparison of s, and s¢ in Figures 3b and 3f,
which are shown using the same color scale, shows
the changes due to the regional subtraction of low-
degree signal. These changes include some subtle
changes in geoid height such as slightly broader
and larger positive anomalies in northwestern
Australia, and broader negative anomalies along
the southwestern coast of Australia. This compar-
ison shows the difference between what would be
the “traditional” all-spectral and the optimized
“Slepian” spatiospectral approach to removing the
regional low-degree contributions to the geoid.

[30] In conclusion, spatiospectral filtering allows us
to examine the geoid in and around Australia
without being biased by power in the 0 — L degree
range that mostly arises from regions outside of
Australia. The resulting geoid anomalies from this
analysis in the Australian region show a distinct
feature with negative and positive anomalies of
amplitude of ~10 m in the southern and northern
parts of Australia, respectively (Figure 3f). Such
regional geoid anomalies are used in this study to
constrain mantle viscosity structure.

5. Three-Dimensional Numerical
Results

[31] We performed calculations using the keel
shown in Figure 2a and varied the viscosity of
the asthenosphere. From the vertical normal stress
field we calculate the dynamic topography at the
surface (Figure 4a) and at the core-mantle bound-
ary, which is then used to calculate surface geoid
anomalies (Figure 4b). As upper mantle viscosity is
varied, the spatial patterns of topography and the
geoid remain roughly the same while the magni-
tude fluctuates. At the leading edge of the keel,
vertical normal stresses cause positive dynamic
topography at the surface while near the trailing
edge of the keel the reverse is true, with negative
dynamic topography at the surface. The resulting
geoid anomaly is also positive at the leading edge
of the keel and negative at the trailing edge. Some
asymmetry also results due to the shape of the
lithospheric keel.

[32] While the example model outputs shown in
Figures 4a and 4b have yet to be filtered, a similar
pattern is seen to occur in the observed geoid after
locally removing long wavelengths (Figure 3f).
In both modeled and observed fields, broad pos-
itive geoid anomalies occur along the coast of
northwestern Australia, and broad negative anoma-

lies along the southwestern coast. We explore this
behavior further later, but this initial observation
provides context for some of our model results.

5.1. Two-Layered Mantle

[33]1 The primary descriptor of our model results is
the magnitude of the dynamic geoid anomaly. In a
two-layer mantle with a division at 670 km depth
(Figure 4c), the anomaly magnitudes vary with the
thickness and viscosity of the channel below the
keel. When the viscosity of the entire mantle is
uniform (Figure 4c, dashed line), the channel below
the keel is effectively very thick, and the magnitude
of the dynamic geoid anomaly (Figure 4c) is rela-
tively small (contours indicate the maximum geoid
anomalies reached). As upper mantle viscosity
decreases, this channel effectively gets thinner as
deformation concentrates in the upper mantle, and
the geoid anomaly increases. This increase con-
tinues until the viscosity contrast reaches approxi-
mately 1:33 (third row of squares below dashed
line). Eventually the low viscosity of the upper
mantle is the dominant property, reducing stress
and geoid magnitudes. This is similar to what we
observed from the simple analytical models plotted
in Figure 1b.

5.2. Three-Layered Mantle

[34] In a three-layered mantle, the general results
from two-layer models remain valid. For a constant
lower mantle viscosity (3 x 10** Pa s in Figure 4d),
when upper mantle (<400 km depth) viscosity is
reduced relative to the transition zone (between
400 and 670 km depth), geoid anomalies initially
increase as more flow is concentrated in the upper
mantle. As upper mantle viscosity is decreased
further, the dynamic geoid anomalies are eventu-
ally reduced as the low viscosity reduces stress
magnitudes. The effect of the weak channel is also
apparent here more explicitly. In Figure 4d, the
diagonal dashed line is for an upper mantle and
transition zone that have equal viscosities, which
corresponds again to a two-layer system with
division at 670 km depth. Alternatively, the vertical
dashed line denotes cases where the transition zone
and lower mantle are isoviscous. This represents a
two-layer system with division at 400 km depth.
Cases near the division at 400 km generally result
in larger anomaly magnitudes, except for two
regions: (1) when mantle viscosity is nearly uni-
form (top right of Figure 4d) the channel is thick
enough to dominate subtle changes in viscosity
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Figure 4. Examples of model output. (a) Example dynamic topography at the surface for a calculation with 7;,, =
3 x 102 Pa's, 777 = 3 x 10*' Pa s, and 7.y, = 3 x 10%° Pa s. The colored topography anomalies are scaled to a
surface velocity of 1 cm/yr. The surface velocity vector is aligned with the plate motion vector at azimuth 1.81° from
north. In solid white we show the 90% contour of filter sensitivity from Figure 2¢c. In dashed white we show the
outline of the Australian keel (where thickness >100 km) determined from the CUB2.0 model. (b) Example dynamic
geoid anomalies at the surface from the same calculation, also scaled to 1 cm/yr of surface motion. (c—e) Contoured
magnitudes of unfiltered model geoid anomalies in m, scaled to the Australian surface motion of 8.267 cm/yr.
Magnitude simply represents the difference between peak minimum and maximum anomaly (i.e., no pattern
information, about 3.6 m in Figure 4b). Hollow squares show model individual runs. Figure 4c shows mag-
nitudes in a two-layered mantle with division at 670 km depth. Figure 4d shows magnitudes in a three-layered
mantle with divisions at 670 km and 400 km depth. Here the viscosity of the lower mantle is fixed at 3 x 10 Pas.
Diagonal dashed line is where the upper mantle and transition zone have equal viscosity, equivalent to a two-
layered mantle divided at 670 km depth. Vertical dashed line is where the transition zone and lower mantle have
equal viscosity, equivalent to a two-layered mantle divided at 400 km depth. (e) Contoured magnitudes of
unfiltered model geoid anomalies in m for different channel thicknesses. Lower mantle and transition zone vis-
cosities are fixed at 3 x 102 Pa s and 3 x 10! Pa s, respectively. Horizontal dashed line shows where the upper
mantle and transition zone are isoviscous.

structure and (2) when the viscosity of the weakest  5.3. Channel Flow
layer is low (bottom of Figure 4d), stress magni-
tudes are low enough that changing channel thick-
ness results in an insignificant change to anomaly
magnitude.

[35] Arguably, the controlling parameter of this
process is not the absolute depth of the continental
keel, but the thickness of the asthenospheric chan-

11 of 21



Geochemistry "
Geophysics Y
Geosystems ' Jr

.

HARIG ET AL.: CONTINENTAL KEEL MOTION AND THE GEOID

10.1029/2010GC003038

A.) Case of Asthen. Visc. =3x 10° Pa s
Velocity at 200 km Depth

0

-02 -0.1 0.0 0.1 0.2
Vertical Velocity (cm/yr)

C.) Velocity field of Zhang et al., 2010
300 km Depth

=t

o=
>

S T SN NSNS
S
=

NSNS SN

- =

~~

/
e
/
/

SENN SN

S NN SN
)\n =<
~ - S SNSNNN
:Q“ ~———

~N

77
’7
/1;
7

o
AN
I'r7
rr7
I 17
rri

SSNSSSS

~
-
—

110° 120° 130" 140° 150°

A

-5-4-3-2-10 12 3 45
Vertical Velocity (cm/yr)

Direction of
Surface Motion

B.) Case of Asthen. Visc. =9 x 10" Pa s
Velocity at 200 km Depth

0

110° 120° 130" 140" 150°

I 10 cm/year of Horizontal Velocity

D)) Velocity Profile with Depth
Zhang et al., 2010

1.0 —

0.9 B
12
=
E 0.8 -
£
S
w 0.7 A Black: Horizontal B

Red: Vertical
0.6 -
r T T 1

-2 0 2 4 6 8
Velocity Magnitude (cm/yr)

Figure 5. Mantle velocity at 200 km depth for two model cases. Vectors show horizontal velocity. Colors show
vertical velocity, with positive values out of the page. The 10 cm/yr scale vector for horizontal motion is valid for
Figures 5a—5c. Coastlines are outlined in white. In both cases, 7,,, = 3 X 10** Pa s and Nrz =3 X 10! Pa s. The
depths shown are at 200 km, and the black shape outlines the Australian continental lithosphere at this depth. (a) A
case with asthenospheric viscosity 7=3 x 10*! Pas. (b) A case with asthenosphere viscosity =9 x 10'® Pas. (c) Similar
velocity slice at 300 km depth from a global mantle flow model of Zhang et al. [2010]. Note the different scale for
vertical velocity; magnitudes less than —5 cm/yr are black. (d) Vertical profile of velocity with depth for point in

Figure 5c indicated by red dot (135°E, 25°S).

nel. Different keel thicknesses can combine with
regional variations in the depths of upper mantle dis-
continuities to change the thickness of the astheno-
spheric channel below it [e.g., Gilbert et al., 2001].

[36] Accordingly, we performed calculations vary-
ing the thickness and viscosity of this channel
(Figure 4e). Once again, we contour the maximum
resulting geoid anomalies. Channel thickness is
varied by adjusting the depth to the asthenosphere—
transition zone viscosity contrast to examine cases
with 50 km, 100 km, and 150 km between this
boundary and the keel bottom, while keeping the
keel thickness at 300 km. Generally, an increase
in channel thickness results in a smaller geoid

anomaly, as expected. This change is smaller than
one might expect, however, from a single-layer
model (equation (4)), or even a two-layered mantle
(equation (6) and Figure 1), where pressure gra-
dients are nonlinearly (e.g., cubically in uniform
viscosity mantle models) related to channel thick-
ness. Instead, in 3-D it seems likely that this non-
linearity is offset by flow that passes relatively
unconstrained around the sides of the keel region.

5.4. Flow Field

[37]1 As a continental keel moves through a less
viscous upper mantle we might expect the mantle
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to deform horizontally around the sides of the keel
[Fouch et al., 2000] or vertically, beneath the keel.
The largest expected control on this deformation is
the viscosity of the asthenosphere, and hence, in
Figure 5, we show horizontal (vectors) and vertical
velocity (colors) at a depth in the asthenosphere for
two of our cases, one with moderate and one with low
asthenosphere viscosity. Surprisingly, both cases are
fairly similar.

[38] The case with moderate asthenospheric vis-
cosity (n =3 x 10%° Pa s) displays very little var-
iation of velocity with latitude (Figure 5a). This
case also shows downgoing velocities at the lead-
ing, and rising velocities at the trailing edge of the
keel, indicating that material predominantly flows
beneath the keel rather than horizontally around it.

[39] While the case with lower asthenospheric
viscosity (n=9 x 10'® Pa s) does show variation in
the plane (Figure 5b), with velocity vectors deflected
around the keel, these discrepancies do not exceed
ten degrees from the azimuth of surface motion.
This second case also has vertical velocities that are
similar to those in the first case, but with somewhat
more variability. It is not until asthenospheric vis-
cosity is decreased even further that flow directions
start to significantly deviate from the direction of
plate motion.

[40] Since flow in the mantle could affect the net
flow across the keel, or perhaps vertically beneath
it, we examine the velocity field beneath Australia
from a global mantle convection model [Zhang et
al., 2010, case FS1]. The model, shown for the
present day in planform in Figure 5S¢ and in profile
in Figure 5d, is the result of a time-dependent
calculation and includes both prescribed surface
plate motion history and mantle buoyancy forces.
The modeled horizontal motion in the mantle is
broadly consistent with our own model assump-
tions: motion in the mantle, particularly in the
high-viscosity lower mantle, is low relative to the
motion at the surface and is a good representation
of'the net shear across the mantle. North of Australia,
the vertical motion in the upper mantle is dominated
by the subduction zones that have velocity magni-
tudes near —8 cm/yr. Under Australia there are
several small-scale downwellings below the litho-
sphere, which are likely due to sublithospheric
small-scale convection aided by large plate motion
[e.g., van Hunen et al., 2005]. Both types of ver-
tical motion could influence the keel-induced pres-

sure gradient, and should therefore be taken into
account when making interpretations.

6. Geoid Comparison With
Observations

[41] To constrain the upper mantle viscosity struc-
ture we compare the dynamic geoid from our model
calculations to the Earth’s observed geoid. Since
our data are localized spatially as well as spectrally,
and because Earth’s gravitational potential receives
many different contributions across the spatial and
spectral domains we apply the Slepian filtering
technique discussed in section 4 to both model and
observations before comparing them.

6.1. Two-Layered Mantle

[42] We begin by comparing geoids from our two-
layer models with the observed geoid. We calculate
the misfit by finding the 2-D absolute value of the
error per measurement as

1 n
Misfit = — bs; — model; 26
isfi n;bs model;| (26)

where obs; is an observed geoid measurement at a
specific location, model; is a model geoid mea-
surement at the same location, and # is the total
number of values compared (which is identical
in every case studied). Misfit is calculated within
a subregion that includes our largest-amplitude
model geoid anomalies (Figure 6a, dashed rectan-
gle), excluding areas where model anomalies are
low. This area covers both continental and oceanic
parts of the Australian region. If we were to
examine a null model, equation (26) will produce a
misfit that represents the inherent power of the
observed field, approximately 3 m. For our cases,
models with misfit values below this fit the
observed field better than a null model.

[43] When inspecting misfit for a two-layered
mantle (Figure 7a), three scenarios emerge. First, a
model that produces minimal dynamic geoid
anomalies, such as a uniform mantle of viscosity
2 x 102 Pa s, will produce a misfit around 3 m.
Second, a model that reproduces the observed field
results in a minimum misfit. This can be seen in
model case A in Figures 6b and 6¢, whose residuals
remain fairly uniform from north to south and have
small amplitudes. Finally, a model that produces
very large geoid anomalies will overshoot the
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Figure 6. Example model fits. Example cases are denoted by red squares in Figure 7. Model cases A and B are for a
two-layered mantle, while case C is from a three-layered mantle. Model cases are subtracted from the observed geoid
field within the dashed white box, yielding the plots of residuals. The dashed white box also marks the area used for
calculating misfit. All geoid fields are plotted using the same +10 m scale. (a) Filtered observed geoid field.
(b) Filtered model geoid from case A for a two-layered mantle. (c) Residual for case A. (d) Filtered model geoid from
case B for a two-layered mantle. (¢) Residual for case B. (f) Filtered model geoid from case C for a three-layered
mantle. This example is similar to case A, and a residual is not shown.

apparent signal in the observed field (model case B
in Figures 6d and 6¢). While the average magnitude
of this misfit is of the same order as that from a
model with null signal, upon inspection it is clear
that the positive-negative north-south signature of
the residual has reversed.

[44] The misfit for a two-layered mantle reaches
an absolute minimum when the lower mantle vis-
cosity 7., = 5.3 x 10%* Pa s and the upper mantle
viscosity is about 20 times smaller, 7, = 2.75 ¥
10?! Pa s. It is clear from Figure 7a, though, that
there is a broad region with misfits near the min-
imum where models can be considered acceptable.
The trade-off between effective channel thickness
and upper mantle viscosity implies that models
with viscosity increases from the upper to the
lower mantle with ratios between 3 and 300 could
be considered supported by the data. In a two-
layered mantle, the viscosity jump between the
upper and lower mantle cannot therefore be suffi-
ciently constrained.

6.2. Three-Layered Mantle

[4s] In a three-layered mantle, we fix lower mantle
viscosity and plot how misfit varies for different
viscosities of the upper mantle and transition zone
(Figures 7b and 7c). As described earlier, when a
weak upper mantle layer is introduced, dynamic
geoid anomalies can increase. Here, this means that
we should expect more variation in the pattern of
misfit depending on the viscosity structure.

[46] When lower mantle viscosity is 2 x 102 Pa s
(Figure 7b), the dynamic geoid anomalies generally
have low magnitudes. The minimum misfit sug-
gests a structure that maximizes the dynamic geoid
signal. Thus a structure with an upper mantle vis-
cosity of 1-2 x 10*° Pa s (about 100 times weaker
than the lower mantle) and a transition zone vis-
cosity of 3-10 x 10*' Pa s is preferred.

[47] At lower mantle viscosities higher than 2 X
10?2 Pa s, overall anomaly magnitudes increase, €.g.,
to the values already shown in Figure 4d, and the
misfit pattern becomes more intricate (Figure 7c¢).
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Figure 7. Color-shaded images of misfit between filtered model cases and observed geoid. Hollow squares identify
model runs. The background observed geoid field has a mean power of about 3.1 m. Therefore, the misfit between
the observed field and a model with no (zero) geoid anomaly would be about 3.1 m. This occurs when upper mantle
viscosity is very low (<10' Pa s). Other instances of misfit about 3.1 m occur when model signal is roughly twice
the power (i.e., the model signal overshoots the observed signal, resulting in a residual with power equivalent to the
original observed field). (a) Model misfits for a two-layered mantle with division at 670 km depth. Red squares A
and B denote cases shown in Figure 6. (b) Model misfits for a three-layer mantle with lower mantle viscosity held
fixed at 2 x 10?2 Pa s. (c) Model misfits for a three-layer mantle with lower mantle viscosity fixed at 3 x 10?2 Pa s.
Red square denotes case C shown in Figure 6. (d) Model misfits for a three-layered mantle for varying channel
thicknesses. Channel thickness is determined by varying the depth to the upper mantle—transition zone viscosity
discontinuity. Lower mantle and transition zone viscosities are fixed at 3 x 10>2 Pa s and 3 x 10?' Pa s, respectively.
Dashed line indicates where the upper mantle and transition zone are isoviscous.

Regions of lowest misfit generally occur when  minimum is in fact quite broad. If we examine
nus < 10%° Pa's. For the cases shown where 77,,,=  only the cases with misfits <1.8 m (the darkest
3 x 10** Pa s, the absolute minimum misfit  shades of blue in Figure 7c), we can make some
occurs when 77, = 2.7 x 10** Pa s and Nup = 7.9 % interesting further observations about the best fit-
10" Pa s, but the region of misfits near this  ting viscosity structure. In each of these cases there
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is a factor of ~300 between the viscosities of the
lower and upper mantle. Meanwhile, the viscosity
of the transition zone varies over an order of
magnitude, indicating that it is less important once
the upper mantle is sufficiently weak. We show
such a model case with three layers that has a low
misfit (<1.8 m, see Figure 7c) in Figure 6f (model
case C). While the pattern of the model signals
remains fairly consistent between the two and
three-layered cases, the changes in amplitude cause
the best fits to shift to lower upper mantle viscosities.

[4s] Finally, we examine the effects of the thickness
of the asthenospheric channel on the model geoid
using a set of calculations in which asthenospheric
viscosity and channel thickness are varied while
transition zone and lower mantle viscosities are
fixed at 3 x 10*! Pa s and 3 x 10** Pa s, respec-
tively (Figure 7d). The misfit in these models is less
sensitive to asthenospheric channel thickness than
one might expect from the single-layer analysis
(equation (4)). This confirms the finding that lateral
flow of mantle material around the sides of litho-
spheric keels plays a role in the upper mantle.

7. Discussion

7.1. Constraints on Mantle Viscosity
Structure

[49] Two classic methods to study mantle viscosity
make use of observations associated with postgla-
cial rebound, and long-wavelength geoid anoma-
lies. Generally, in studies of postglacial rebound,
the Earth’s response to surface loads is modeled
and fit to observations such as relative sea level
histories [Peltier, 1976; Wu and Peltier, 1982;
Mitrovica, 1996; Simons and Hager, 1997, Peltier,
1998; Mitrovica et al., 2007] or time-varying grav-
ity anomalies from the Gravity Recovery and Cli-
mate Experiment (GRACE) [Paulson et al., 2007a;
Tamisiea et al., 2007]. In some long-wavelength
studies, geoid anomalies from the mantle’s internal
density variations, which depend on the viscosity
structure, are compared to the observed geoid [e.g.,
Hager and Richards, 1989]. While studies of long-
wavelength geoid anomalies have suggested a
lower mantle that is significantly more viscous than
the upper mantle [e.g., Hager, 1984; Ricard et al.,
1984; Hager and Richards, 1989], the results of
postglacial rebound studies are not always consis-
tent among themselves, with some suggesting a
more uniform mantle viscosity [e.g., Peltier, 1998],
and others also arguing for a lower mantle that is
significantly stronger than the upper mantle [e.g.,

Lambeck et al., 1990; Han and Wahr, 1995; Simons
and Hager, 1997; Mitrovica and Forte, 2004]. Using
relative sea level change and GRACE time-varying
gravity data, Paulson et al. [2007a, 2007b] recently
showed that the inconsistency among the postgla-
cial rebound studies owes to the poor depth reso-
lution of the observations. In particular, Paulson et
al. [2007a] showed that if the mantle is divided into
two layers with division at 670 km depth, viscosity
models that have ~5 x 10'” Pa s and ~5 x 10** Pa's
for the upper and lower mantle, respectively, pro-
duce fits to both data types that are similar to those
of a viscosity model with 5.3 x 10*° Pa s for the
upper and 2.3 x 10*' Pa s for the lower mantle.

[s0] The main objective of this study has been to
seek additional constraints on upper mantle vis-
cosity by examining the gravity anomalies caused
by the pressure difference associated with moving
Australian continental lithosphere, a thick keel
plowing through the mantle. Our study therefore
represents a new method to constrain the viscosity
structure of the mantle. We found that modeled
geoid anomalies caused by a moving continental
lithosphere with a keel show remarkable similari-
ties to the observations, with negative and positive
geoid anomalies in southern and northern Australia,
respectively. Assuming that such geoid anomalies
are indeed caused by the pressure difference
induced by the keel’s motion, we have shown that
geoid anomalies, when properly filtered to account
for localized, long-wavelength effects, can provide
useful constraints on mantle viscosity.

[51] If the mantle is divided at 670 km depth into
two layers, the geoid in Australia is best explained
by a mantle viscosity structure with 2.75 x 10*! Pa s
and 5.3 x 10** Pa s for the upper mantle and lower
mantle, respectively, a factor of 20 increase.
However, this viscosity structure does not appear to
be consistent with the relative sea level and
GRACE data as shown by Paulson et al. [2007a].
This difficulty can be resolved by introducing an
additional layer or weak asthenosphere from the
base of the lithosphere to 400 km depth. We found
that such a weak asthenosphere tends to amplify
the effects of a continental keel. With our three-
layer models, and fixing lower mantle viscosity to
values between 2 and 3 x 10°? Pa s, we found that
upper mantle viscosity (i.e., above 400 km depth)
needs to be ~10%° Pa s, or ~300 times weaker than
the lower mantle, in order to reproduce the geoid
anomalies in Australia. Interestingly, this viscosity
structure is generally permissible by the relative
sea level and GRACE data, as shown by Paulson
et al. [2007a]. However, our result depends on
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the magmtude of lower mantle viscosity. If the
lower mantle is too weak (1022 Pa s or less), the
geoid produced by the keel is too small to explain
the observations. Therefore, our study suggests
that future geodynamics studies (e.g., on mantle
structure, heat transfer, and mantle mixing) and
mantle rheology should consider the possibility of
relatlvely high lower mantle viscosity of 2-3 x
10* Pa s.

[s2] Recently, Conrad and Behn [2010] used seis-
mic anisotropy and lithospheric net rotation to con-
strain model viscosities for the asthenosphere (down
to 300 km depth in their models) and the transition
zone (between 300 km and 670 km depths) to be
0.5-1 x 10*° Pa s and 0.5-1 x 10*' Pa s, respec-
tively, Whlle the lower mantle viscosity is fixed at
5 x 10** Pa s. Considering the difference between
our models in dividing the viscosity layers, the
viscosities for the upper mantle above 670 km
depth from our study are quite similar to those of
Conrad and Behn [2010]. However, these authors
did not explore the dependence of their models on
lower mantle viscosity.

7.2. Relevance to Other Continental Keels

[s3] The first-order controls on upper mantle
pressure gradients in our calculations are the vis-
cosity structure of the mantle and the magnitude of
surface velocity. In addition to these primary con-
trols, a set of secondary factors can influence the
dynamic topography at the surface to a lesser
extent. Our calculations are for a fixed keel size.
If the length of the keel is increased (in the direc-
tion of surface motion) then the distance between
positive and negative dynamic topography will
increase, and more power of the geoid anomaly
will be at longer wavelengths. If the keel’s width is
increased (perpendicular to surface motion) then
dynamic anomalies widen as well. In this instance
magnitudes of dynamic topography will also be
larger since a wider keel displaces more mantle as
it moves.

[54] One of the unique features of the Australian
keel is its asymmetry in the direction of surface
motion (Figure 2a). From the thickest part of the
lithosphere (at about 130° longitude) to the east,
the lithosphere quickly thins, coincidentally with
the decrease in crustal age [Simons and van der
Hilst, 2002]. To the west this transition is more
gradual and tends to follow the boundary between
continental and oceanic crust (along the western
coast). The effect of this asymmetry is most easily
seen in the positive dynamic topography at the

leading edge of the keel (Figure 4a). Such a shape
in other keels could result in unique dynamic geoid
anomalies. A unique geoidal pattern would help
distinguish pressure-induced anomalies from other
processes that could be acting on keel edges such
as small-scale or edge-driven convection [e.g., King
and Ritsema, 2000; Conrad et al., 2010].

[ss] Several cratonic regions, such as North
America, western Africa, and Siberia [Artemieva,
2009], have lithospheric keels as thick as Australia
(>250 km). If keel-induced pressure effects could
be observed for these regions this could provide
additional constraints on mantle viscosity. Each of
these regions has relatively slow surface motion
that could make it difficult, however, to detect
dynamic signals as we did in our analysis. We
performed our analysis for Australia because its
large surface motion makes it the most likely to
show these effects. The keels in western Africa and
Siberia have surface speeds below about 2 cm/yr
[Gripp and Gordon, 2002], so to first order the
geoidal anomalies would have much reduced
magnitude. While also having low surface speeds
of roughly 3 cm/yr, the North American keel could
still have detectable anomalies due to its larger keel
size.

7.3. Seismic Anisotropy

[s6] Viscous deformation in the upper mantle is
dominated by the rheology of its most dominant
mineral, olivine [Karato and Wu, 1993]. This defor-
mation aligns elastically anisotropic olivine crystals
[e.g., Verma, 1960] in a lattice-preferred orienta-
tion [McKenzie, 1979; Ribe, 1989] in the upper
mantle, an effect that is regularly studied seismo-
logically [e.g., Hess, 1964; Forsyth, 1975; Long
and Silver, 2009]. Because of this relationship,
observations of seismic anisotropy can be used to
constrain geodynamic models of mantle flow [e.g.,
Conrad et al., 2007]. In practice, complexities such
as the strain history [e.g., Ribe, 1992], “frozen”
lithospheric anisotropy [e.g., Silver, 1996; Savage,
1999; Silver et al., 2001], the presence of water
[Jung and Karato, 2001], grain boundary effects
[e.g., Zhang and Karato, 1995], and so on, mean that
such constraints are fraught with uncertainty [e.g.,
Savage, 1999; Kaminski and Ribe, 2001; Becker et
al., 2006]. However, the first-order approach of
inferring from the direction of seismic anisotropy the
direction of mantle flow has been fruitful, elucidat-
ing, for example, patterns of flow around hot spots
or underneath oceanic plates [e.g., Becker et al.,
2003; Behn et al., 2004; Walker et al., 2005].
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[57]1 Our own results for Australia can be brought to
bear on this relationship, by examining our
instantaneous flow field velocities in the context of
published regional studies of seismic anisotropy,
recently summarized by Fouch and Rondenay
[2006]. Generally, body wave measurements made
at seismic stations correlate with the large-scale
structure at the surface, suggesting strong litho-
spheric anisotropy [Fouch and Rondenay, 2006].
Surface wave analyses, which provide better con-
straints on the variation of anisotropy with depth,
have been conducted throughout the Australian
continent in the past decade [e.g., Debayle, 1999;
Debayle and Kennett, 2000a, 2000b; Simons et al.,
2002, 2003; Debayle et al., 2005]. Australia and
North America have both been found to have sig-
nificant (about 2%) azimuthal anisotropy at or
below 200 km depth [e.g., Debayle et al., 2005;
Marone and Romanowicz, 2007]. This deep anisot-
ropy (below 150 km) mostly correlates with present-
day plate motion [e.g., Simons et al., 2002; Simons
and van der Hilst, 2003; Debayle et al., 2005].

[ss] As mentioned earlier, we might expect mantle
flow to deflect around a continental keel. Based on
the pattern of observed shear wave splitting mea-
surements, Fouch et al. [2000] have suggested this
is the case in North America. At depths of 150 km,
Debayle and Kennett [2000a] found that anisotropy
in western and central Australia aligns with north-
south plate motion while eastern Australia displays
azimuthal anisotropy that appears to follow the
craton boundary. However, deformation akin to
that suggested by the anisotropy does not occur
in our models unless asthenospheric viscosity is
very low (<9 x 10'® Pa s). Our results agree with
the large majority of anisotropy measurements at
these depths that align in the direction of surface
plate motion [e.g., Debayle and Kennett, 2000b;
Simons et al., 2003; Debayle et al., 2005], and
suggests that return flow occurring beneath the
keel is important.

8. Conclusions

[s9] When continental keels are driven by imposed
surface motion, pressure perturbations cause posi-
tive dynamic topography at the leading edge, and
negative dynamic topography around the trailing
edge of the keel. Depending on the viscosity
structure of the mantle, this dynamic topography
can be on the order of +100 m and the corre-
sponding geoid anomalies can be on the order of
+10 m.

[eo] When filtered to remove localized long-
wavelength anomalies using a technique developed
using Slepian functions, the Australian geoid
clearly displays the expected pattern, with positive
and negative anomalies of about 10 m amplitude
at the leading and trailing edges of the craton,
respectively. Our model results agree with the ob-
servations: assuming that the signal is indeed
caused by the dynamic motion of the keel, we are
able to obtain constraints on the mantle viscosity
structure below the continent.

[¢1] Dynamic topography produced by motion of
a continental keel depends strongly on the effec-
tive thickness and viscosity of the asthenosphere,
where most of the horizontal motion occurs. For a
two-layered mantle with a division at 670 km,
decreasing upper mantle viscosity can increase
dynamic topography if viscosities are large enough.
The minimum misfit between the modeled and
observed geoid occurs when 1,,,= 5.3 x 10%°* Pa s
and 1y, = 2.75 x 10*' Pa s. However, these vis-
cosities appear too large compared with postglacial
rebound studies. This suggests that radial mantle
viscosity variations are not fully captured by two-
layer models.

[62] In a three-layer mantle, misfit patterns become
more complex as lower mantle viscosity is
increased. For a lower mantle viscosity 77, = 3 X
10* Pa s, the minimum misfit occurs When the
upper mantle viscosity 7y, = 7-10 x 10'° Pa's, a
factor of about 300 smaller than that of the lower
mantle, while the transition zone viscosity 77, may
vary between 10°' and 10% Pa s. Such a viscosity
structure is not inconsistent with postglacial rebound
studies. Since our results are sensitive to lower
mantle viscosity, they also suggest that a relatively
high lower mantle viscosity should be considered
in future geodynamic studies.

Notation

A area of geographical region of interest.
Dy e spatiospectral localization kernel.
d thickness of the lower mantle.
d' dimensionless thickness of the lower
mantle.
F location far from keel for analytical
treatment.
g. Slepian basis function on the unit sphere.
o 1m  Spherical harmonic coefficients of the
Slepian function g,.
ho thickness of the upper mantle.
h  thickness of the low-viscosity channel.
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k' dimensionless thickness of the low-

viscosity channel.

K location under keel for analytical

treatment.

k thickness difference between keel and

surrounding lithosphere (49 — /).

k' dimensionless thickness difference between

keel and surrounding lithosphere.

L degree of bandlimit of geophysical signal.
L. maximum degree of expansion of
geophysical signal.
degree of spherical harmonic.
order of spherical harmonic.
spherical Shannon number.
number of observations compared in
misfit calculation.
pressure.
dimensionless pressure.
spatial region of interest.
scalar geophysical function on the unit
sphere.

S;m  spherical harmonic coefficients of the
function s.
So Slepian basis coefficients of the function s.
u horizontal component of velocity.
v velocity vector.
x horizontal coordinate.
x" dimensionless horizontal coordinate.
Y, spherical harmonic on the unit sphere.
z vertical coordinate.
n viscosity (Newtonian).
viscosity of the upper mantle.
N7z Viscosity of the transition zone.
viscosity of the lower mantle.
~ ratio of viscosities between mantle layers.
A Slepian eigenvalues, or the fraction of sig-
nal energy concentrated locally.
) unit sphere.
¢ longitude.
.
©

S =23 o

S AN

shear stress.
colatitudinal radius of the region of interest.
0y colatitude.

Acknowledgments

[63] This research was supported by the David and Lucile
Packard Foundation and the National Science Foundation.
We thank Nan Zhang for providing the data presented in
Figures 5¢ and 5d. Helpful reviews by Clint Conrad and
Scott King improved the clarity and quality of this work.
Figures 1-7 were created with the GMT software [Wessel and

Smith, 1998]. The Slepian analysis routines are available at
http://www.frederik.net.

References

Artemieva, . M. (2009), The continental lithosphere: Recon-
ciling thermal, seismic, and petrologic data, Lithos, 109,
23-46, doi:10.1016/].1ithos.2008.09.015.

Ballard, S., and H. N. Pollack (1987), Diversion of heat by
Archean cratons: A model for southern Africa, Earth Planet.
Sci. Lett., 85, 253-264.

Becker, T. W. (2006), On the effect of temperature and strain-
rate dependent viscosity on global mantle flow, net rotation,
and plate-driving forces, Geophys. J. Int., 167, 943-957,
doi:10.1111/j.1365-246X.2006.03172 .

Becker, T. W. (2008), Azimuthal seismic anisotropy constrains
net rotation of the lithosphere, Geophys. Res. Lett., 35,
L05303, doi:10.1029/2007GL032928.

Becker, T. W., J. B. Kellogg, G. Ekstrom, and R. J. O’Connell
(2003), Comparison of azimuthal seismic anisotropy from sur-
face waves and finite strain from global mantle-circulation
models, Geophys. J. Int., 155, 696-714.

Becker, T. W., S. Chevrot, V. Schulte-Pelkum, and D. K.
Blackman (2006), Statistical properties of seismic anisotropy
predicted by upper mantle geodynamic models, J. Geophys.
Res., 111, B08309, doi:10.1029/2005JB004095.

Behn, M. D., C. P. Conrad, and P. G. Silver (2004), Detection
of upper mantle flow associated with the African Super-
plume, Earth Planet. Sci. Lett., 224, 259-274.

Cathles, L. M. (1975), The Viscosity of the Earth’s Mantle,
Princeton Univ. Press, Princeton, N. J.

Conrad, C. P., and M. D. Behn (2010), Constraints on litho-
sphere net rotation and asthenospheric viscosity from global
mantle flow models and seismic anisotropy, Geochem. Geo-
phys. Geosyst., 11, QOSWO0S5, doi:10.1029/2009GC002970.

Conrad, C. P, and C. Lithgow-Bertelloni (2006), Influence
of continental roots and asthenosphere on plate-mantle cou-
pling, Geophys. Res. Lett., 33, L05312, doi:10.1029/
2005GL025621.

Conrad, C. P., M. D. Behn, and P. G. Silver (2007), Global
mantle flow and the development of seismic anisotropy: Dif-
ferences between the oceanic and continental upper mantle,
J. Geophys. Res., 112, B07317, doi:10.1029/2006JB004608.

Conrad, C. P., B. Wu, E. I. Smith, T. A. Bianco, and A. Tibbetts
(2010), Shear-driven upwelling induced by lateral viscosity
variations and asthenospheric shear: A mechanism for intra-
plate volcanism, Phys. Earth Planet. Inter., 178, 162—175,
doi:10.1016/j.pepi.2009.10.001.

Debayle, E. (1999), SV-wave azimuthal anisotropy in the
Australian upper mantle: Preliminary results from auto-
mated Rayleigh waveform inversion, Geophys. J. Int., 137,
747-754.

Debayle, E., and B. L. N. Kennett (2000a), The Australian
continental upper mantle: Structure and deformation inferred
from surface waves, J. Geophys. Res., 105, 25,423-25,450.

Debayle, E., and B. L. N. Kennett (2000b), Anisotropy in the
Australian upper mantle from Love and Rayleigh waveform
inversion, Earth Planet. Sci. Lett., 184, 339-351.

Debayle, E., B. L. N. Kennett, and K. Priestley (2005), Global
azimuthal seismic anisotropy and the unique plate-motion
deformation of Australia, Nature, 433, 509-512.

Ekstrom, G., and A. M. Dziewonski (1998), The unique anisot-
ropy of the Pacific upper mantle, Nature, 394, 168—172.

19 of 21



k. " Geochemistry "
~| Geophysics Y
Geosystems | Jr

HARIG ET AL.: CONTINENTAL KEEL MOTION AND THE GEOID

10.1029/2010GC003038

Forsyth, D. W. (1975), The early structural evolution and
anisotropy of the oceanic upper mantle, Geophys. J. R. Astron.
Soc., 43, 103-162.

Forte, A. M., and W. R. Peltier (1994), The kinematics and
dynamics of poloidal-toroidal coupling of mantle flow:
The importance of surface plates and lateral viscosity varia-
tions, Adv. Geophys., 36, 1-119.

Fouch, M. J., and S. Rondenay (2006), Seismic anisotropy
beneath stable continental interiors, Phys. Earth Planet.
Inter., 158, 292-320.

Fouch, M. J., K. M. Fischer, E. M. Parmentier, M. E. Wysession,
and T. J. Clarke (2000), Shear wave splitting, continental
keels, and patterns of mantle flow, J. Geophys. Res., 105(B3),
6255-6275.

Freeden, W., and V. Michel (1999), Constructive approxima-
tion and numerical methods in geodetic research today—
An attempt at a categorization based on an uncertainty prin-
ciple, J. Geod., 73, 452—465.

Gilbert, H. J., A. F. Sheehan, D. A. Wiens, K. G. Dueker, L. M.
Dorman, J. Hildebrand, and S. Webb (2001), Upper mantle
discontinuity structure in the region of the Tonga Subduction
Zone, Geophys. Res. Lett., 28(9), 1855—1858.

Gripp, A. E., and R. G. Gordon (2002), Young tracks of hot-
spots and current plate velocities, Geophys. J. Int., 150, 321—
361.

Gung, Y., M. Panning, and B. Romanowicz (2003), Global
anisotropy and the thickness of continents, Nature, 422,
707-711.

Hager, B. H. (1984), Subducted slabs and the geoid: Constraints
on mantle rheology and flow, J. Geophys. Res., 89(B7), 6003—
6015.

Hager, B. H., and M. A. Richards (1989), Long-wavelength
variations in Earth’s geoid: Physical models and dynamical
implications, Philos. Trans. R. Soc. London, 328, 309-327.

Han, D., and J. Wahr (1995), The viscoelastic relaxation of a
realistically stratified Earth, and a further analysis of postgla-
cial rebound, Geophys. J. Int., 120(2), 287-311, doi:10.1111/
j-1365-246X.1995.tb01819.x.

Han, L., and M. Gurnis (1999), How valid are dynamic models
of subduction and convection when plate motions are pre-
scribed?, Phys. Earth Planet. Inter., 110, 235-246.

Haxby, W. F., and D. L. Turcotte (1978), On isostatic geoid
anomalies, J. Geophys. Res., 83(B11), 5473-5478.

Hess, H. H. (1964), Seismic anisotropy of the uppermost man-
tle under oceans, Nature, 203, 629-631.

Hirth, G., R. L. Evans, and A. D. Chave (2000), Comparison
of continental and oceanic mantle electrical conductivity: Is
the Archean lithosphere dry?, Geochem. Geophys. Geosyst.,
1(12), 1030, doi:10.1029/2000GC000048.

Jaupart, C., J. C. Mareschal, L. Guillou-Frottier, and A. Davaille
(1998), Heat flow and thickness of the lithosphere in the
Canadian Shield, J. Geophys. Res., 103(B7), 15,269—15,286.

Jung, H., and S. Karato (2001), Water-induced fabric transi-
tions in olivine, Science, 293, 1460-1463.

Kaminski, E., and N. M. Ribe (2001), A kinematic model for
the recrystallization and texture development in olivine poly-
crystals, Earth Planet. Sci. Lett., 189, 253-267.

Karato, S., and P. Wu (1993), Rheology of the upper mantle: A
synthesis, Science, 260, 771-778.

Kennett, B. L. N., E. R. Engdahl, and R. Buland (1995), Con-
straints on seismic velocities in the Earth from travel times,
Geophys. J. Int., 122, 108-124.

King, S. D. (2005), Archean cratons and mantle dynamics, Earth
Planet. Sci. Lett., 234, 1-14, doi:10.1016/j.epsl.2005.03.007.

King, S. D., and G. Masters (1992), An inversion for radial
viscosity structure using seismic tomography, Geophys.
Res. Lett., 19(15), 1551-1554.

King, S. D., and J. Ritsema (2000), African hotspot volcanism:
Small-scale convection in the upper mantle beneath cratons,
Science, 290, 1137-1140.

Lambeck, K., P. Johnston, and M. Nakada (1990), Holocene
glacial rebound and sea-level change in NW Europe, Geophys.
J. Int., 103(2), 451-468, doi:10.1111/j.1365-246X.1990.
tb01784.x.

Lemoine, F. G., et al. (1998), The development of the joint
NASA GSFC and NIMA geopotential model EGM96, Tech.
Rep. NASA/TP-1998-206861, NASA Goddard Space Flight
Cent., Greenbelt, Md.

Long, M. D., and P. G. Silver (2009), Shear wave splitting and
mantle anisotropy: Measurements, interpretations, and new
directions, Surv. Geophys., 30, 407-461, do0i:10.1007/
$10712-009-9075-1.

Marone, F., and B. Romanowicz (2007), The depth distribu-
tion of azimuthal anisotropy in the continental upper mantle,
Nature, 447, 198-201.

Masters, G., S. Johnson, G. Laske, H. Bolton, and J. H. Davies
(1996), A shear-velocity model of the mantle, Philos. Trans.
R. Soc. London, 354, 1385-1411, doi:10.1098/rsta.1996.
0054.

McAdoo, D. C. (1981), Geoid anomalies in the vicinity of sub-
duction zones, J. Geophys. Res., 86(B7), 6073—-6090.

McKenzie, D. (1979), Finite deformation during fluid flow,
Geophys. J. R. Astron. Soc., 58, 689-715.

Mégnin, C., and B. Romanowicz (2000), The three-dimensional
shear velocity structure of the mantle from the inversion of
body, surface and higher-mode waveforms, Geophys. J.
Int., 143, 709-728.

Mitrovica, J. X. (1996), Haskell [1935] revisited, J. Geophys.
Res., 101(B1), 555-569.

Mitrovica, J. X., and A. M. Forte (2004), A new inference of
mantle viscosity based upon joint inversion of convection
and glacial isostatic adjustment data, Earth Planet. Sci. Lett.,
225, 177-189, doi:10.1016/j.eps1.2004.06.005.

Mitrovica, J. X., K. Latychev, and M. E. Tamisiea (2007),
Time variable gravity: Glacial isostatic adjustment, in Trea-
tise of Geophysics, vol. 3, Geodesy, edited by T. Herring,
pp. 197-211, doi:10.1016/B978-044452748-6.00175-9,
Elsevier, Amsterdam.

Moresi, L., and M. Gurnis (1996), Constraints on the lateral
strength of slabs from three-dimensional dynamic flow
models, Earth Planet. Sci. Lett., 138, 15-28.

Miiller, R. D., M. Sdrolias, C. Gaina, B. Steinberger, and
C. Heine (2008), Long-term sea-level fluctuations driven
by ocean basin dynamics, Science, 319, 1357-1362.

Nakada, M., and K. Lambeck (1989), Late Pleistocene and
Holocene sea-level change in the Australian region and
mantle rheology, Geophys. J. Int., 96, 497-517.

Nyblade, A. A., and H. N. Pollack (1993), A global analysis of
heat flow from Precambrian terrains: Implications for the
thermal structure of Archean and Proterozoic lithosphere,
J. Geophys. Res., 98(B7), 12,207-12,218.

Paulson, A., S. Zhong, and J. Wahr (2007a), Inference of mantle
viscosity from GRACE and relative sea level data, Geophys.
J. Int., 171,497-508, doi:10.1111/j.1365-246X.2007.03556.x.

Paulson, A., S. Zhong, and J. Wahr (2007b), Limitations on
the inversion for mantle viscosity from postglacial rebound,
Geophys. J. Int., 168, 1195-1209, doi:10.1111/j.1365-246X.
2006.03222.x.

20 of 21



k. " Geochemistry "
~| Geophysics Y
Geosystems | Jr

HARIG ET AL.: CONTINENTAL KEEL MOTION AND THE GEOID

10.1029/2010GC003038

Peltier, W. R. (1976), Glacial-isostatic adjustment II. The
inverse problem, Geophys. J. R. Astron. Soc., 46, 669—705.

Peltier, W. R. (1998), Postglacial variations in the level of the
sea: Implications for climate dynamics and solid-earth geo-
physics, Rev. Geophys., 36(4), 603—689.

Ribe, N. M. (1989), Seismic anisotropy and mantle flow,
J. Geophys. Res., 94, 4213-4223.

Ribe, N. M. (1992), On the relation between seismic anisot-
ropy and finite strain, J. Geophys. Res., 97, 8737-8747.

Ricard, Y., L. Fleitout, and C. Froidevaux (1984), Geoid
heights and lithospheric stresses for a dynamical Earth,
Ann. Geophys., 2, 267-286.

Ricard, Y., C. Froidevaux, and L. Fleitout (1988), Global plate
motion and the geoid: A physical model, Geophys. J. Int.,
93, 477-484.

Ricard, Y., M. Richards, C. Lithgow-Bertelloni, and Y. L.
Stunff (1993), A geodynamic model of mantle density het-
erogeneity, J. Geophys. Res., 98(B12), 21,895-21,909.

Ritsema, J., H. J. van Heijst, and J. H. Woodhouse (2004),
Global transition zone tomography, J. Geophys. Res., 109,
B02302, doi:10.1029/2003JB002610.

Rudnick, R. L., W. F. McDonough, and R. J. O’Connell
(1998), Thermal structure, thickness and composition of
continental lithosphere, Chem. Geol., 145, 395-411.

Savage, M. K. (1999), Seismic anisotropy and mantle defor-
mation: What have we learned from shear wave splitting?,
Rev. Geophys., 37, 65-106.

Shapiro, N. M., and M. H. Ritzwoller (2002), Monte-Carlo
inversion for a global shear-velocity model of the crust
and upper mantle, Geophys. J. Int., 151, 88—105.

Silver, P. G. (1996), Seismic anisotropy beneath the conti-
nents: Probing the depths of geology, Annu. Rev. Earth
Planet. Sci., 24, 385-432.

Silver, P. G., S. S. Gao, K. H. Liu, and the Kaapvaal Seismic
Group (2001), Mantle deformation beneath southern Africa,
Geophys. Res. Lett., 28, 2493-2496.

Simons, F. J., and F. A. Dahlen (2006), Spherical Slepian
functions and the polar gap in geodesy, Geophys. J. Int.,
166, 1039-1061, doi:10.1111/j.1365-246X.2006.03065 .x.

Simons, F. J., and R. D. van der Hilst (2002), Age-dependent
seismic thickness and mechanical strength of the Australian
lithosphere, Geophys. Res. Lett., 29(11), 1529, doi:10.1029/
2002GL014962.

Simons, F. J., and R. D. van der Hilst (2003), Seismic and
mechanical anisotropy and the past and present deformation
of the Australian lithosphere, Earth Planet. Sci. Lett., 211,
271-286, doi:10.1016/S0012-821X(03)00198-5.

Simons, F. J., R. D. van der Hilst, J.-P. Montagner, and
A. Zielhuis (2002), Multimode Rayleigh wave inversion for
heterogeneity and azimuthal anisotropy of the Australian
upper mantle, Geophys. J. Int., 151(3), 738-754, doi:10.1046/
j-1365-246X.2002.01787.x.

Simons, F. J., R. D. van der Hilst, and M. T. Zuber (2003),
Spatiospectral localization of isostatic coherence anisotropy in
Australia and its relation to seismic anisotropy: Implications
for lithospheric deformation, J. Geophys. Res., 108(BS),
2250, doi:10.1029/2001JB000704.

Simons, F. J., F. A. Dahlen, and M. A. Wieczorek (2006), Spa-
tiospectral concentration on a sphere, SIAM Rev., 48(3),
504-536, doi:10.1137/S0036144504445765.

Simons, F. J., J. C. Hawthorne, and C. D. Beggan (2009), Effi-
cient analysis and representation of geophysical processes
using localized spherical basis functions, Proc. SPIE Int.
Soc. Opt. Eng., 7446, 74460G, doi:10.1117/12.825730.

Simons, M., and B. H. Hager (1997), Localization of the gravity
field and the signature of glacial rebound, Nature, 390, 500-504.

Tamisiea, M. E., J. X. Mitrovica, and J. L. Davis (2007),
GRACE gravity data constrain ancient ice geometries and
continental dynamics over Laurentia, Science, 316, 881—
883, doi:10.1126/science.1137157.

Turcotte, D. L., and E. R. Oxburgh (1967), Finite amplitude
convection cells and continental drift, J. Fluid Mech., 28,
29-42.

Turcotte, D. L., and G. Schubert (2002), Geodynamics, 2nd ed.,
Cambridge Univ. Press, Cambridge, U. K.

van Hunen, J., S. Zhong, N. M. Shapiro, and M. H. Ritzwoller
(2005), New evidence for dislocation creep from 3-D geody-
namic modeling of the Pacific upper mantle structure, Earth
Planet. Sci. Lett., 238, 146155, doi:10.1016/j.epsl.2005.
07.006.

Verma, R. K. (1960), Elasticity of some high-density crystals,
J. Geophys. Res., 65, 757-766.

Walker, K. T., G. H. R. Bokelmann, S. L. Klemperer, and A. A.
Nyblade (2005), Shear-wave splitting around hotspots: Evi-
dence for upwelling-related mantle flow?, Spec. Pap. Geol.
Soc. Am., 388, 171-192.

Wessel, P., and W. H. F. Smith (1998), New, improved version
of Generic Mapping Tools released, Eos Trans. AGU, 79(47),
579.

Wieczorek, M. A., and F. J. Simons (2005), Localized spectral
analysis on the sphere, Geophys. J. Int., 162, 655675,
doi:10.1111/j.1365-246X.2005.02687 .x.

Wu, P., and W. R. Peltier (1982), Viscous gravitational relax-
ation, Geophys. J. R. Astron. Soc., 70(2), 435-485.

Wu, P., and W. R. Peltier (1983), Glacial isostatic adjustment
and the free air gravity anomaly as a constraint on deep man-
tle viscosity, Geophys. J. R. Astron. Soc., 74, 377-450.

Yuen, D. A., and R. Sabadini (1985), Viscosity stratification of
the lower mantle as inferred from the J2 observation, Ann.
Geophys., 3, 647-654.

Zhang, N., S. Zhong, W. Leng, and Z.-X. Li (2010), A model for
the evolution of the Earth’s mantle structure since the early
Paleozoic, J. Geophys. Res., d0i:10.1029/2009JB006896, in
press.

Zhang, S., and S. Karato (1995), Lattice preferred orientation
of olivine aggregates deformed in simple shear, Nature,
375, 774-777.

Zhong, S. (2001), Role of ocean-continent contrast and conti-
nental keels on plate motion, net rotation of lithosphere, and
the geoid, J. Geophys. Res., 106(B1), 703-712.

Zhong, S. (2006), Constraints on thermochemical convection
of the mantle from plume heat flux, plume excess tempera-
ture, and upper mantle temperature, J. Geophys. Res., 111,
B04409, doi:10.1029/2005JB003972.

21 of 21




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


