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## Key points

Rayleigh wave velocities vary with crustal age near the Juan de Fuca ridge.

Mantle Vs increases with crustal age faster than conductive cooling.

A shallow low velocity zone near the ridge implies less than $1 \%$ melt fraction.


#### Abstract

Based on six months of OBS data from the Cascadia Initiative experiment near the Juan de Fuca Ridge, we obtain Rayleigh wave group and phase speed curves from 6 sec to about 20 sec period from ambient noise cross-correlations among all station-pairs. We confirm the hypothesis that the dispersion data can be fit by a simple age-dependent formula, which we invert using a Bayesian Monte Carlo formalism for an age-dependent shear wave speed model of the crust and uppermost mantle between crustal ages of 0.5 Ma and 3.5 Ma. Igneous crustal structure is age-invariant with a thickness of 7 km , water


depth varies in a prescribed way, and sedimentary thickness and mantle shear wave speeds are found to increase systematically with crustal age. The mantle model possesses a shallow low shear velocity zone (LVZ) with a velocity minimum at about 20 km depth at 0.5 Ma with lithosphere thickening monotonically with age. Minimum mantle shear velocities at young ages are lower than predicted from a half-space conductively cooling model (HSCM) and the lithosphere thickens with age faster than the HSCM, providing evidence for non-conductive cooling in the young lithosphere. The shallow LVZ is consistent with expectations for a largely dehydrated depleted (harzburgite) mantle with a small, retained near-ridge partial melt fraction probably less than $1 \%$ with melt extending to a lithospheric age of approximately 1 Ma (i.e., $\sim 30 \mathrm{~km}$ from the ridge).
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## 1. Introduction

Seismic information on the early evolution of the oceanic mantle lithosphere near spreading ridges has been derived principally from the MELT and GLIMPSE experiments [e.g., MELT Seismic Team, 1998; Harmon et al., 2009; Yao et al., 2011] near the East Pacific Rise (EPR), a fast spreading ridge with a full spreading rate of about 14 $\mathrm{cm} / \mathrm{yr}$. The recent deployment of ocean bottom seismographs (OBS) by the Cascadia Initiative on the Juan de Fuca Plate and the open availability of these data provide the opportunity to characterize the mantle lithosphere near a slower spreading ridge ( $\sim 6$ cm/yr) and ultimately to extend analyses to the entire plate. Harmon et al. [2007] and Yao et al. [2011] showed that short period Rayleigh waves and the first higher mode can be observed using cross-correlations of ambient noise recorded on OBS installed near the EPR. They used these waves to constrain shear wave speeds in the oceanic crust and uppermost mantle. Here, we analyze cross-correlations of the first six-months of ambient noise recorded by OBS installed near the Juan de Fuca ridge in order to determine shear wave speeds in the crust and uppermost mantle in the young Juan de Fuca plate to an age of about 3.5 Ma (i.e., to distances up to about 100 km from the ridge crest).

Our goal is to reveal the age dependent structure of the shallow oceanic lithosphere in the young Juan de Fuca plate in order to illuminate the physical processes at work there. In particular, we are interested in modeling the accumulation of sediments and the variation of shear wave speeds in the uppermost mantle to a depth of about 60 km . Like Harmon et al. [2009] for the region near the EPR, we compare the estimated mantle shear wave speeds with those predicted from a conductively cooling half-space to test for the presence of non-conducting cooling processes (e.g., convection, fluid advection, lateral
heat flux). In addition, we compare with the more sophisticated physical model of Goes et al. [2012] in order to investigate whether dissolved water or interstitial partial melt are present. Goes et al. [2012] argue for a double low velocity zone (LVZ) with a shallow LVZ between about 20 and 50 km depth caused by dry (or damp) partial melting near to the spreading ridge and a deeper LVZ between about 60 and 150 km caused by solid-state anelasticity where low Q values result from dissolved water. Our model, however, extends only to a depth of 60 km and provides no information about a deeper LVZ.

## 2. Methods

### 2.1 Data Processing

The Cascadia Initiative (CI) experiment provides the OBS data for this study based on instruments from three different contributors: SIO, LDEO, and WHOI. Because the CI team discovered a (subsequently corrected) timing error that affected the SIO data, we focus attention on the WHOI data near the Juan de Fuca Ridge. This restricts analysis to 23 stations. Stations G03A, G30A and J06A are outside of the study area and are, therefore, not used and the vertical channel of station J48A failed during the deployment. We analyze only the long period ( 1 sps ) channel at each station, which eliminates station J61A and restricts our analysis to Rayleigh waves above about 6 sec period. Figure 1a shows the study area and the 18 stations used, 15 of which are located to the east of the Juan de Fuca ridge and provide path coverage up to about 200 kilometers into the Juan de Fuca plate. Approximately six-months of continuous data are available for most of these stations. When we downloaded the data, horizontal components had not yet been rotated
into the east-west and north-south directions. Therefore, we do not use horizontal data, but restrict analysis to the vertical components (and therefore Rayleigh waves).

We computed ambient noise cross-correlations between the vertical components of all stations by applying traditional ambient noise data processing (time domain normalization, frequency domain normalization) to produce the empirical Green's functions [Bensen et al., 2007]. An example of an empirical Green's function between stations J47A and J29A (Fig. 1b) is shown in Figure 1c. The Rayleigh waveforms are highly dispersed and display two Airy phases such that the short period phase (representative of the water - sediment waveguide) arrives far after the longer period phase (representative of the igneous crust and uppermost mantle waveguide). Frequencytime analysis [e.g., Levshin et al., 2001; Bensen et al., 2007] is applied to the symmetric component (average of positive and negative correlation lags) of each cross-correlation to measure Rayleigh wave group and phase speeds between periods of about 6 and 20 sec . Longer periods require longer time series lengths and may be obtainable as more data become available. An example frequency-time analysis (FTAN) diagram is presented in Figure 1d showing both the Rayleigh wave group and phase speed curves. Rayleigh wave group speeds range from about $1 \mathrm{~km} / \mathrm{s}$ at the short period end to more than $3.6 \mathrm{~km} / \mathrm{s}$ at longer periods and phase speeds range from about $1.8 \mathrm{~km} / \mathrm{s}$ to more than $3.6 \mathrm{~km} / \mathrm{s}$. At periods below 6 sec the phase and group speed curves would approach each other asymptotically, but are separate in the observed period band. Harmon et al. [2007] and Yao et al. [2011] observed the first higher mode below 6 sec period, which cannot be observed with the long period data used in our study. Paths that are mainly to the west of the ridge are discarded because they reflect the structure of the Pacific plate and may be
more affected by the Cobb hotspot (Fig. 1a). Dispersion measurements for paths shorter than three wavelengths are also discarded. As discussed in the following paragraph, data are also selected based on signal-to-noise ratio (SNR) and the agreement of dispersion measurements obtained on the positive and negative lag components of the crosscorrelations. Finally, a total of 106 inter-station paths are accepted and plotted in Figure 1 b.

As a measure of measurement uncertainty and to search for possible timing errors, we compare phase speed measurements obtained from the positive and negative lag components of the cross-correlations. Not all cross-correlations have arrivals on both lags, but 65 of the 106 inter-station measurements have a signal-to-noise ratio (SNR) greater than 5 on both lags at 14 sec period, which allows for the comparison of inter-lag travel times shown in Figure 2a. We make the assumption that the inter-lag travel time differences are normally distributed and estimate the standard deviation of the entire population to be 0.77 sec from the standard deviation of the travel time differences of the 65 inter-station paths. For these 65 inter-station measurements, if the discrepancy between the positive and negative lag phase times (or more accurately, times of outgoing and incoming waves) is less than $1 \%$ we average the positive and negative lag crosscorrelations (forming the symmetric signal) and measure group and phase velocities using the resulting signal. For the remaining inter-station measurements, we use only the lag with the higher SNR and retain the measurement if the SNR on that lag is greater than 5. The comparison between phase travel times on the positive and negative lags can also be used to detect timing errors [e.g., Stehly et al., 2007; Lin et al., 2007]. Figure 2b presents the mean difference for each station between the measurements of outgoing and
incoming phase times at 14 sec period. The $1-\sigma$ and $2-\sigma$ intervals are computed based on the population standard deviation and the number of measurements for each station. As seen in Figure 2b, the measurement means are all within the 2- $\sigma$ interval and no station displays an absolute difference in the mean larger than 0.5 sec . This is interpreted as evidence that there is no differential timing error amongst the data that we use in this study, which all come from WHOI.

The resulting path coverage (Fig. 1b) is not ideal to produce Rayleigh wave group or phase speed maps using either traditional tomographic methods [e.g., Barmin et al., 2001] or eikonal tomography [Lin et al., 2009]. For this reason, we proceed by testing the hypothesis that Rayleigh wave phase and group speeds depend principally on lithospheric age. At each period, we follow Harmon et al. [2009] and test a velocity-age relationship of the following form:

$$
\begin{equation*}
v=c_{0}+c_{1} \sqrt{a}+c_{2} a \tag{1}
\end{equation*}
$$

where $v$ represents either the observed inter-station Rayleigh wave group or phase velocity, $a$ represents the seafloor age in millions of years $(\mathrm{Ma})$, and $c_{0}, c_{1}$, and $c_{2}$ are period dependent unknowns that differ for phase and group speeds and which we attempt to estimate.

For each measurement type (phase or group) and each period extending discretely from 6 sec to 20 sec , we estimate the three coefficients $c_{0}, c_{1}$, and $c_{2}$. The wave travel time along a path is given by the following path integral, which occurs over a path whose
dependence on crustal age is prescribed by the lithospheric age model of Mueller et al. [1997] shown in Figure 1b:

$$
\begin{equation*}
t_{\text {path }}=\frac{d s}{\text { path }} \frac{c_{0}+c_{1} \sqrt{a}+c_{2} a}{.} \tag{2}
\end{equation*}
$$

To determine the set of best fitting coefficients at each period, we perform a grid search to minimize the total squared misfit:

$$
\begin{equation*}
\left(\frac{S_{i}^{\text {path }}}{t_{i}^{\text {path }}} v_{i}^{\text {path }}\right)^{2} \tag{3}
\end{equation*}
$$

where $S_{i}^{\text {path }}, t_{i}^{\text {path }}$, and $v_{i}^{\text {path }}$ are the inter-station path length, the predicted travel time for a particular choice of $c_{0}, c_{1}$, and $c_{2}$, and the observed wave speed for the $i$ th path, respectively.

Figure 3a-b summarizes the resulting estimates of Rayeigh wave phase and group velocity versus lithospheric age at periods of $7,8,10$, and 15 sec . At short periods, velocities decrease with age because water depth and sedimentary thickness increase. At longer periods, they increase with age because they are sensitive to the cooling mantle. In Figure 3a-b, in order to illustrate the fit to the data we over-plot the estimated velocityage curves with the inter-station observations presented at the average of the lithospheric ages of the two stations. The simple velocity versus age curves given by equation (1) capture the trend in these inter-station group and phase speed measurements, although associating each measurement with a single lithospheric age is not entirely appropriate. An F-test shows that the square root term is only important at periods longer than about 9
sec , while the linear term is, in general, important at periods below 14 sec . This is expected because the shorter periods are controlled mainly by the linear thickening of the combination of water and sediments, whereas the longer periods are primarily sensitive to mantle thermal structures which change approximately proportionally to the square root of lithospheric age.

Fully accurate phase velocity misfit (blue) histograms at 7 and 15 sec period are presented in Figure 3c-d for the age-dependent model, with the standard deviation (std) of misfit of about $1.8 \%$ and $0.9 \%$, respectively, and mean misfits less than $0.1 \%$. These values represent a large improvement compared to any age-independent model. For example, the misfit using our estimated phase speed model at 0.5 Ma is presented in Figure 3c-d with the red histograms. The one standard deviation misfit using this model is $5.7 \%$ and $1.4 \%$ at 7 and 15 sec period, respectively, with mean misfits of $-9.7 \%$ and $3.2 \%$. Because group velocity is a more difficult observable with larger uncertainties than phase velocity, the final misfit is higher but is still substantially better than any ageindependent model. Our age-dependent model neglects azimuthal anisotropy. However, we did estimate azimuthal anisotropy at all periods and found that the expected bias in isotropic shear wave speed is less than about $0.3 \%$ at all periods, which is within estimated uncertainties.

In conclusion, the fit to the observations by the Rayleigh wave phase velocity versus age model presented by equation (1) is sufficient to base further interpretation exclusively on the age dependence of the group and phase velocities. Although other spatially dependent variations in Rayleigh wave speeds are expected to exist (and are interesting in their own right), they can be ignored safely in our analysis, which aims to produce an age-
dependent model for the crust and uppermost mantle for the young Juan de Fuca plate. The final result of the data analysis is a set of age-dependent Rayleigh wave phase and group velocity curves such as those at 1 Ma and 3 Ma shown in Figure 4. The error bars are the one standard deviation misfits to the observations given by the estimated agedependent curves such as those shown in Figure 3a-b.

### 2.2 Bayesian Monte Carlo Inversion

Examples of the data and uncertainties at 1 Ma and 3 Ma are presented in Figure 4. We are particularly interested in interpreting the age dependence of such curves, which is affected by water depth, sedimentary thickness, crustal thickness, uppermost mantle shear wave speeds, and anelasticity. The shear velocity model we produce is actually a Vsv model because it derives exclusively from Rayleigh waves.

### 2.2.1 Parameterization and constraints

At each age, our model is composed of four layers. (1) The top layer is water with a depth that is averaged over the study area as a function of crustal age using a global bathymetry data base [Amante and Eakins, 2009] in which Vs is set $0 \mathrm{~km} / \mathrm{sec}$ and Vp is $1.45 \mathrm{~km} / \mathrm{sec}$.
(2) The second layer comprises the sediments with a constant shear wave speed of 1 $\mathrm{km} / \mathrm{sec}$ [Sun, 2000] but with a thickness that varies with age. (3) The igneous crust underlies the sediments and is parameterized by four cubic B-splines. (4) Finally, there is an uppermost mantle layer parameterized by three cubic B-splines from Moho to a depth of 80 km . At its base the mantle layer is continuous with an underlying layer from the half-space conductive cooling model (HSCM) described in Section 3. In the inversion, only four unknowns are age-dependent: sedimentary thickness and the top 3 cubic B -
spline coefficients in the mantle. The other parameters are set to be constant over age. Igneous crustal thickness is set constant at 7 km [e.g., White et al., 1992; Carbotte et al., 2008]. Crustal Vs is fixed based on an initial inversion of the 2 Ma dispersion data. Fixing the igneous crust as a function of age is consistent with gravity and multichannel seismic data along the ridge [Marjanovic et al., 2011] at long spatial wavelengths. The $\mathrm{Vp} / \mathrm{Vs}$ ratio in the igneous crust is set to be 1.76 (consistent with PREM) and is 2.0 in the sediments. An additional prior constraint is imposed that the velocity gradient ( $\mathrm{dVs} / \mathrm{dz}$ ) is negative directly below Moho. In the mantle, Vp is scaled from Vs with a $\mathrm{Vp} / \mathrm{Vs}$ ratio of 1.76 and density is scaled from Vp using results from Karato [1993]. This choice has little effect on the results of the inversion.

### 2.2.2 Q model

Shear wave speeds in the mantle are affected both by temperature and anelasticity. The inversion for a seismic model, therefore, requires the assumption of a shear Q-model. For the crust we set $\mathrm{Q}_{\mu}$ to be consistent with PREM such that it is 80 in the sediments and 600 in the igneous crust. For the mantle, the principal observations of $\mathrm{Q}_{\mu}$ for young oceanic lithosphere (near the East Pacific Rise) were obtained by Yang et al. [2007]. The center of their period band is about 40 sec , where they estimated $\mathrm{Q}_{\mu}$ to lie between about 150 and 250 at depths ranging from about 10 to 40 km , with $\mathrm{Q}_{\mu}$ decreasing at greater depths. We follow Shapiro et al. [2004] (and many others) and use a temperature and frequency dependent shear Q model of the following form:

$$
\begin{equation*}
Q(\quad)=A \quad \exp ((E+P V) / R T) \tag{4}
\end{equation*}
$$

where $\omega$ is frequency in $\mathrm{rad} / \mathrm{sec}, R$ is the gas constant, $P$ is pressure, $T$ is temperature from the half-space cooling model (Fig. 5a) described later, and activation volume $V=$ $1.0 \times 10^{-5} \mathrm{~m}^{3} / \mathrm{mol}$. We set $\alpha=0.1$ and activation energy $E=2.5 \times 10^{5} \mathrm{~J} / \mathrm{mol}$, which are lower values than used by Shapiro et al. but more consistent with those in the study of Harmon et al. [2009]. In the shallow mantle, $E$ is larger than $P V$ so that temperature effects on Q dominate over pressure effects. Thus, what matters is the product $\alpha \mathrm{E}$, with larger values accentuating the dependence on temperature. Larger values of $\alpha$ or $E$ would tend to raise Q more in the lithosphere relative to the underlying asthenosphere. Because mantle temperatures are not well known, we choose parameters in equation (4) to make the effect of temperature relatively weak. In any event, as Figure 5a shows, agedependent temperature differences are important only above about 25 km depth in the half-space cooling model.

Inserting these values into equation (4), $A \approx 30$ would be consistent with Yang et al. [2007] and Harmon et al. [2009], producing $\mathrm{Q}_{\mu} \approx 175$ at 30 km depth at 40 sec period. With this value of $A, \mathrm{Q}_{\mu}$ at 10 sec period (near the center of our frequency band) is plotted in Figure 5b. Three lithospheric ages are shown, using the three temperature profiles of Figure 5a, which shows that temperature effects on Q are important mostly in the top 20 km . Below 30 km depth, $\mathrm{Q}_{\mu}$ is largely age-independent and equal to about 200 for $A=30$. It is the Q model with $\mathrm{A}=30$ that we use in producing the mantle model presented later in the paper.

The coefficient $A$ controls the depth-averaged Q-value in the mantle. Physically, $A$ will decrease by reducing grain size or increasing dissolved water content or retained interstitial partial melt fraction [e.g., Faul et al., 2004; Faul and Jackson, 2005; Behn et al., 12

2009; Goes et al., 2012]. Setting $\mathrm{A}=15$ or $\mathrm{A}=50$, produces a discrete offset in Q below 30 km to about 100 or 350 , respectively, as Figure 5 b shows. The choice of $A$ is probably more important in determining the Vs model than the choice of the temperature model or the other parameters in equation (4). We return later to consider the effect on the final mantle Vs model of changing $A$ from 30 to both 15 and 50 and, therefore, depth-averaged $\mathrm{Q}_{\mu}$ from 200 to 100 and 350.

We present the final model at 1 sec period, extrapolating from the period band of inversion using the physical dispersion correction of Minster and Anderson [1981].

### 2.2.3 The prior distribution

The inversion is performed using a Bayesian Monte Carlo formalism, which has been described in detail and applied systematically to EarthScope USArray data by Shen et al. [2013a,b]. An input model that defines the prior distribution is initially computed by performing an inversion with the dispersion curves at 2 Ma in which we allow the coefficients of the crustal B-splines to vary. The igneous crust for all ages is fixed at the result of this inversion. The forward problem is computed using the code of Herrmann [http://www.eas.slu.edu/eqc/eqceps.html]. The best fitting model at $2 \mathrm{Ma}\left(\mathrm{M}_{0}\right)$ is then used to construct the model space for the age-dependent inversion. The model space defining the prior distribution at each age is generated as follows. The sedimentary layer thickness is allowed to vary $\pm 100 \%$ relative to $\mathrm{M}_{0}$. The top first, second and third cubic B-splines in the mantle are allowed to vary by $\pm 4 \%, \pm 2 \%$ and $\pm 1 \%$, respectively, relative to $\mathrm{M}_{0}$, which acts to squeeze heterogeneity towards shallow depth. The models at all ages reach the same deep asymptotic value at 80 km depth, which is continuous with the

HSCM. Models are accepted into the posterior distribution or rejected according to the square root of the reduced $\chi^{2}$ value. A model $m$ is accepted if $\chi(m)<\chi_{\text {min }}+0.5$, where $\chi_{\text {min }}$ is the $\chi$ value of the best fitting model. After this, the mean and standard deviation of the posterior distribution at each age are computed at each depth, where the mean is the model we present (e.g., Fig. 6), and twice the standard deviation is interpreted as model uncertainty.

### 2.2.4 Results

We estimate 1-D Vsv models from the mean of the posterior distribution using the dispersion curves at crustal ages of $0.5,1.0,1.5,2.0,2.5,3.0$ and 3.5 Ma . The major products are an age-independent igneous crust with a thickness of 7 km , a constant Vs sedimentary layer with age-variable thickness, and age-dependent Vsv as a function of depth in the uppermost mantle. Water depth and sedimentary thickness as a function of age are presented in Figure 6a. Sediments are estimated to increase in thickness from about 100 m at 0.5 Ma to about 400 m at 3.5 Ma , and the depth to the top of the igneous crust increases approximately linearly with age by about 500 m between 0.5 Ma and 3.5 Ma. This is consistent with results from multichannel seismic (MCS) data [Carbotte et al., 2008]. The age-independent igneous crustal model is presented in Figure 6b. The mantle age-dependent shear velocity profiles appear in Figure 6c. Shear wave speeds increase with age monotonically and converge by about 60 km depth below which we have little resolution. Age-dependent posterior distributions at depths of 20 km and 40 km (Fig. 6d-e) illustrate the model uncertainties and show the separation of the ensemble of accepted models at different ages. The posterior distributions reflect both prior information and the Rayleigh wave phase velocity data, however, and their narrowness in part reflects the
tight constraints provided by the prior information. Still, the final age-dependent model fits the data very well, as Figure 4 illustrates. The introduction of other variables in the inversion is not justified by the need to fit the observations.

A low velocity zone in the uppermost mantle between 15 and 40 km depth is most pronounced at young crustal ages. Unfortunately, due to a shortage of paths along the ridge we are unable to provide information for lithospheric ages younger than about 0.5 Ma. At the youngest age $(0.5 \mathrm{Ma})$ in our study, the minimum Vsv reaches $\sim 4.07 \mathrm{~km} / \mathrm{sec}$ at 20 km depth. With uncertainties defined as the standard deviation of the posterior distribution at each depth (e.g., Fig. 6d-e), at 20 km depth Vsv increases from $4.07 \pm 0.02$ $\mathrm{km} / \mathrm{sec}$ at 0.5 Ma to $4.37 \pm 0.02 \mathrm{~km} / \mathrm{sec}$ at 3 Ma . At 40 km depth, Vsv increases from 4.16 $\pm 0.01 \mathrm{~km} / \mathrm{sec}$ at 0.5 Ma to $4.28 \pm 0.01 \mathrm{~km} / \mathrm{sec}$ at 3 Ma . At greater depths both the age variation and uncertainties reduce because prior constraints strengthen.

As discussed above, the choice of the shear Q-model will affect the estimated shear velocity model in the mantle. Figure 7 quantifies the effect of choosing $A=15,30$, or 50 in equation (4), or Q values equal to about 100, 200, or 350 below 30 km depth (with somewhat higher values in the shallower mantle arising from cooler temperatures). Lowering mantle Q increases Vs in the estimated model, but this range of Q models produces Vs models within the model uncertainty. Thus, the choice of the Q model amongst these alternatives will not affect the conclusions reached in this paper. Much lower Q values at young lithospheric ages, as advocated for example by Faul and Jackson [2005], would further increase Vs in the shallow mantle. If such low Q values were to exist, however, they would probably result from partial melt. In section 3, we invoke the existence of partial melt near the ridge in order to explain the low shallow shear wave
speeds we observe near the ridge crest. Thus, whether we explain the observations with low shear wave speeds (as we prefer) or exceptionally low Q near the ridge crest, partial melt would be inferred in either case.

## 3. Discussion and Conclusions

The age-dependent mantle Vsv model is summarized in Figure 8a, which also presents the distance to the Juan de Fuca ridge (converted from age by using a half spreading rate of $\sim 30 \mathrm{~km} / \mathrm{Ma}$; [Wilson, 1993]). This 2-D plot is contoured with solid or dashed lines every $0.05 \mathrm{~km} / \mathrm{sec}$ with solid lines at shear wave speeds of $4.2,4.3,4.4$, and $4.5 \mathrm{~km} / \mathrm{s}$ and dashed lines at $4.15,4.25$, and 4.35 , and $4.45 \mathrm{~km} / \mathrm{s}$. This model is compared with shear velocities converted from the thermal half-space conductively cooling model (HSCM) in Figure 8 b . Temperature profiles of the HSCM at several ages are plotted in Figure 5a. In constructing the HSCM [Turcotte and Schubert, 2002], we use a mantle potential temperature of $1315^{\circ} \mathrm{C}$ and a thermal diffusivity of $10^{-6} \mathrm{~m}^{2} / \mathrm{s}$, convert to anharmonic Vs using the approximation of Stixrude and Lithgow-Bertelloni [2005], and model the effect of anelasticity using the correction of Minster and Anderson [1981] based on the shear Q model of eqn. (4) with $\mathrm{A}=30$. The Vs model from the HSCM is presented at 1 sec period to match the observed model. The predicted shear wave speed from the HSCM is isotropic Vs, whereas the model inferred from Rayleigh wave dispersion is Vsv. Knowledge of radial anisotropy in the upper mantle would allow for a correction between these values, but without Love waves we do not even know the relative sizes of Vsv and Vsh. However, |Vsv-Vsh| is probably less than 3\% [Ekstrom and Dziewonski, 1998], and may be much smaller [e.g., Dunn and Forsyth, 2003, Harmon et al., 2009] in the shallow mantle near the ridge, so the effect on Vs is almost certainly within $\pm 1 \%$ assuming a

Voigt-average of Vsv and Vsh. If this value were constant across the study region and we were to use it to convert the estimated Vsv to Vs in Figure 8a, the transformation would shift the mean at each depth but not the variation with age. Thus, the estimated age variation is expected to be robust relative to the introduction of radial anisotropy into the model.

As observed in Figure 8a-b, both the estimated model and the HSCM model possess a monotonically thickening high velocity lid at shallow mantle depths, and both have similar average shear wave speeds in the upper mantle of $\sim 4.25 \mathrm{~km} / \mathrm{sec}$. There are also prominent differences between them. (1) First, the fast lid is observed to thicken at a faster rate than for the HSCM. If we define the base of the lid (or the base of the lithosphere) to be at $4.3 \mathrm{~km} / \mathrm{s}$, then by about 3.5 Ma ( $\sim 100 \mathrm{~km}$ from the ridge) the estimated lid thickens to $\sim 40 \mathrm{~km}$ but the lid in the HSCM only penetrates to less than 30 km depth. Although the choice of $4.3 \mathrm{~km} / \mathrm{s}$ is ad-hoc, the observed lithospheric lid is probably more than 1.3 times thicker than predicted by the HSCM. The faster development of the lithospheric lid than predicted by the HSCM may imply nonconductive cooling processes, such as convection or the vertical advection of fluids in the shallow mantle.
(2) A second major difference is that the estimated model possesses a prominent low velocity zone (LVZ) in the uppermost mantle ( $15-40 \mathrm{~km}$ ) at young ages near the ridge (age $<1.5 \mathrm{Ma}$ ), but such low wave speeds are not present in the HSCM. Low shear velocities in the mantle $(<4.1 \mathrm{~km} / \mathrm{sec})$ at $15-40 \mathrm{~km}$ beneath the ridge also have been seen beneath the East Pacific Rise [Dunn and Forsyth, 2003; Yao et al., 2011], which was attributed to partial melt beneath the ridge.

Using physically more sophisticated models than the HSCM, Goes et al. [2012] show that if the upper mantle is depleted in basalt, resulting in a harzburgite composition of the residue, but retains dissolved water, then Vs would be far lower than what we observe in the uppermost mantle near the Juan de Fuca ridge. However, with a largely dehydrated dry or merely damp depleted mantle devoid of partial melt, no LVZ appears and Vs is very similar to the HSCM as can be seen in Figure 8d. The principal difference between this model and the HSCM is more rapid cooling in the shallow mantle and the development of a thicker lid. This difference arises principally because Goes et al. include the effects of convection. They also use a more sophisticated PT-velocity conversion, which may also have contributed to the difference.

In contrast Goes et al. have also included a retained partial melt fraction with a maximum of about $1 \%$. Using the $\mathrm{Q}_{\mathrm{g}}$ model defined in their paper, they produce the Vs model shown in Figure 8c, which displays a shallow low velocity zone between 10 and 50 km depth that is qualitatively similar to our model but with minimum shear velocities that are lower and with low shear velocities extending farther from the ridge. However, they take their partial derivatives of anharmonic Vs relative to a melt fraction from the highest values of Hammond and Humphreys [2000] and, therefore, may have over-predicted the effect of partial melt on Vs. Still, our results are probably consistent with a retained melt fraction somewhat smaller than $1 \%$, although this value is very poorly determined.

These observations lead us to conclude that the low shear wave speeds that we observe near the Juan de Fuca Ridge probably derive from a small retained melt fraction less than about $1 \%$ in a largely dry depleted harzburgitic uppermost mantle. In addition, the amplitude of the observed LVZ diminishes with age, which is consistent with cooling and
the reduction in the melt fraction. By $1.0-1.5 \mathrm{Ma}$, the velocity minimum at about 20 km has largely disappeared, which, following the interpretation presented here, would probably mean that partial melt is largely absent past about 1.0 Ma (i.e., 30 km from the ridge crest).

This study was performed with only six months of OBS data acquired near the Juan de Fuca ridge. Since the study's completion, longer time series have been accruing and other data have become available including higher sampling rates, horizontal components, and stations nearer to the continent. Further analysis of these data as well as the assimilation of other types of data (e.g., receiver functions, heat flow measurements, etc.) are expected to extend the present study considerably.
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## Figure Captions

Figure 1. (a) The locations of the 18 long period Cascadia Initiative OBS stations used in this study (triangles) are plotted over bathymetry with the Juan de Fuca Ridge shown as the grey line. The red star (denoted CHS) marks the approximate location of the Cobb hot spot. (b) The 106 inter-station ray paths are plotted with grey lines over lithospheric age [Mueller et al., 1997]. (c) Example 6 month cross-correlation for data from stations J29A and J47A, marked as red triangles bounding the red inter-station path in (b). The waveform is colored red or blue for the positive or negative correlation lag with group speeds corresponding to the fundamental mode. (d) Rayleigh wave velocity versus period (FTAN) diagram of the symmetric component of the signal shown in (c). Background color indicates the spectral amplitude and group and phase speeds are shown with red and white circles, respectively.

Figure 2. (a) Estimate of measurement error. The histogram shows the distribution of the differences between measurements of positive and negative lag inter-station phase times for the 14 sec Rayleigh wave. $($ mean $=-0.057 \mathrm{sec}, \mathrm{st} \mathrm{dev}=0.77 \mathrm{sec}$ is taken as measurement error). (b) Non-detection of a timing error. Each dot is the mean time difference for a particular station between the positive and negative lags (associated with outgoing and incoming waves) for the 14 sec Rayleigh wave. Red dashed and solid lines indicate the $1-\sigma$ and $2-\sigma$ confidence intervals, respectively. No mean difference is outside of the $2-\sigma$ confidence interval.

Figure 3. (a) Solid lines are the estimated age-dependent Rayleigh wave phase velocities (eqn. (1)) at 7 (red), 8 (orange), 10 (green) and 15 (blue) sec period. Colored dots are the
measured inter-station phase velocities plotted at the average of the lithospheric age along the inter-station path. (b) The same as (a), but for Rayleigh wave group velocities at the same periods. (c)-(d) Blue histograms are the misfit (in percent) to the observed interstation phase velocities at (c) 7 sec and (d) 15 sec period produced by the estimated agedependent phase speed curves (eqn (1)). At 7 sec and 15 sec period, respectively, mean misfits are $0.1 \%$ and $0.02 \%$ and the standard deviations of the misfits are $1.8 \%$ and $0.9 \%$. The red histograms are the misfits based on the 0.5 Ma model. At 7 and 15 sec period, respectively, mean misfits from this age-independent model are $-9.7 \%$ and $3.2 \%$ and the standard deviations of the misfits are $5.7 \%$ and $1.4 \%$. Thus, the age-dependent model significantly reduces the standard deviation of the misfit compared with an ageindependent model and produces a nearly zero-mean misfit.

Figure 4. Estimated dispersion curves for seafloor ages of 1 Ma (red) and 3 Ma (black). Error bars are the measured Rayleigh wave phase velocity and the estimated 1 standard deviation uncertainty. Solid curves are the predictions from the inverted age-dependent shear velocity model (Fig. 6).

Figure 5. (a) Examples of the mantle temperatures from the half-space conductive cooling model (HSCM) plotted for three lithospheric ages. This temperature model is used in the Q-model (eqn. (4)). (b) Examples of $\mathrm{Q}_{\mu}$ for three different lithospheric ages for three different values of the $A$ coefficient of equation (4).

Figure 6. Estimated model. (a) Water depth (blue line), estimated sedimentary layer thickness (red line), and the estimated depth of crystalline basement below the ocean surface (grey line), which is the sum of water depth and sedimentary layer thickness. (b)

Estimated crustal Vs model, which varies in age only by sediment thickness and water depth. (c) The estimated age-dependent shear-wave velocity models (Vsv) in the mantle from 0.5 to 3 Ma . The mean of the estimated posterior distribution is shown for each age. The age legend at lower left corresponds both to (b) and (c). (d) Posterior distributions of Vsv models for each seafloor age at 20 km depth. (e) Same as in (d), but for 40 km depth. All models are presented at 1 sec period.

Figure 7. Effect of varying the Q model on estimates of Vs in the mantle. Vs models determined using three different Q models with varying A values (eqn. (4)) are shown: A $=15$ (red), 30 (black), 50 (blue). We use $\mathrm{A}=30$ in this paper, and the estimated 2 standard deviation uncertainty in the resulting model is shown with the grey corridor.

Figure 8. Comparison of (a) our estimated Vsv model and (b) the half-space conductive cooling model (HSCM) as a function of seafloor age. For further comparison, models from Goes et al. [2012] are presented in (c) and (d) with and without retained melt, respectively. Shear wave speeds in increments of $0.1 \mathrm{~km} / \mathrm{sec}$ are contoured with solid lines and values in odd multiples of $0.05 \mathrm{~km} / \mathrm{sec}$ are contoured with dashed lines. All models are converted to 1 sec period for comparison. (S. Goes provided the models in (c) and (d) and converted them to 1 sec period self-consistently.)
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