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Abstract. This paper presents the results of a study of the dispersion characteristics of broadband fundamental surface waves propagating across Eurasia. The study is broader in band, displays denser and more uniform data coverage, and demonstrates higher resolution than previous studies of Eurasia performed on this scale. In addition, the estimated group velocity maps reveal the signatures of geological and tectonic features never before displayed in similar surface wave studies. We present group velocity maps from 20 s to 200 s period for Rayleigh waves and from 20 s to 125 s for Love waves. Broadband waveform data from about 600 events from 1988 through 1995 recorded at 83 individual stations across Eurasia have produced about 9000 paths for which individual dispersion curves have been estimated. Dispersion curves from similar paths are clustered to reduce redundancy, to identify outliers for rejection, and to assign uncertainties to estimates. On average, measurement uncertainty is about 0.030-0.040 km/s and is not a strong function of frequency. Resolution is estimated from “checker-board” tests, and we show that average resolutions across Eurasia range from 5° to 7.5° but degrade at periods above about 100 s and near the periphery of the maps. The estimated maps produce a variance reduction relative to the Preliminary Reference Earth Model (PREM) of more than 90% for Rayleigh waves below 60 s period but reduce to about 70% between 80 and 200 s period. For Love waves, variance reductions are similar, being above 90% for most periods below 100 s and falling to 70% at 150 s. Synthetic experiments are presented to estimate the biases that theoretical approximations should impart to the group velocity maps, in particular source group time shifts, azimuthal anisotropy, and systematic event mislocations near subducting slabs. The most significant problems are probably caused by azimuthal anisotropy, but above 100 s the effect of source group time shifts may also be appreciable. These effects are probably below the signal levels that we interpret here, however. Many known geological and tectonic structures are observed in the group velocity maps. Of particular note are the signatures of sedimentary basins, continental flood basalts, variations in crustal thickness, backarc spreading, downgoing slabs, and continental roots. Comparison of the estimated group velocity maps with those predicted by CRUST5.1/S16B30 is qualitatively good, but there are significant differences in detail which provide new information that should help to calibrate future crustal and upper mantle models of Eurasia.

1. Introduction

This paper presents the results of a study of the dispersion characteristics of broadband Rayleigh (20-200 s) and Love (20-150 s) waves propagating across Eurasia. These results are presented as group velocity maps which represent the local group velocity of a Rayleigh or a Love wave at each period. There are two main motivations for this study. First, the group velocity maps that result from this study provide new constraints on the shear velocity structure of the crust and uppermost mantle underlying Eurasia. These maps display better resolution and should be more reliable (lower variance and bias) than globally estimated dispersion maps or such maps computed from current global models of the crust and mantle. They should also help to calibrate future generations of global dispersion maps and seismic models and to provide valuable, transportable data to be used in future inversions for the shear velocity structure of Eurasia. Second, accurate high-resolution group velocity maps are useful in monitoring clandestine nuclear tests. These maps guide the identification and extraction of surface waveforms which emanate from small seismic events. The estimation of surface wave magnitude, $M_s$, is thereby facilitated for use as part of, for example, the $M_s : m_b$ method of discriminating under-
ground explosions from naturally occurring earthquakes [e.g., Stevens and Day, 1985].

The study of surface wave dispersion was begun independently by Love [1911] and Golitzin [1912]. Surface wave dispersion studies applied to understanding the structure of the Earth date from the 1920s and 1930s with the early works of Gutenberg [1924, 1926], Jeffreys [1928, 1935], Stoneley [1926, 1928], Byerly [1930], Gutenberg and Richter [1936], and others. The "modern era" of surface wave dispersion research probably began with the studies of Press [1956] and Press et al. [1956] and was ushered in by the text of Ewing et al. [1957]. The flurry of surface wave studies that took place in late 1950s and continued throughout the 1960s defined "classical dispersion analysis" but is too voluminous to list. However, Ewing et al. [1957] presents a review that is relatively complete into the late 1950s, and subsequent reviews were presented by Oliver [1962], Dziewonski [1971], and Knopoff [1972, 1983]. In the 1980s, surface waveform fitting became popular and Nollet [1987] and Snieder [1993] present reviews. However, classical dispersion studies on both single station and multistation or multievent methods continue in common practice today. Most current dispersion studies are little different from those in the 1980s other than that computers are far faster, seismic instrumentation has been vastly improved, and there is now much more complete path coverage across most regions of interest. Together, these improvements allow tomographic methods to be applied to very large numbers of surface wave dispersion measurements to produce broadband maps of surface wave dispersion over wide areas.

We present the results of a classical single-station dispersion study and the subsequent estimation of dispersion maps using standard tomographic methods. The study is distinguished by its broadbandedness, the relatively high resolution of the resulting group velocity maps, and its geographical scale. We present surface wave maps across Eurasia between 20 s and 200 s period. Measurements are regularly obtained down to 10 s and up to 250 s period, but the reliability of the group velocity maps across large regions of the continent degrades sharply below 20 s and above about 150-200 s for Rayleigh waves and 100-125 s for Love waves. Surface wave maps at and below 30 s period are particularly important since they provide significant constraints on crustal thickness by helping to resolve Moho depth from the average shear velocity of the crust [e.g., Das and Nollet, 1995]. Although there have been numerous studies of surface wave dispersion that have produced measurements of group and/or phase velocities between 10 and 40 s period, these studies have typically been confined to areas of about 15° or less in lateral extent. We are not aware of any study to date that has provided detailed dispersion maps below 30 s period over an area as large as Eurasia. We argue below that we determine the sign and approximate location of group velocity features between 5° and 7.5° in spatial extent at most periods across most of the continent.

The scale of this study is somewhat unusual in surface wave studies. Most surface wave studies are performed either regionally (average path lengths \( \Delta < 1500 \text{ km} \)) or globally (\( \Delta > 10,000 \text{ km} \)). There have been a very large number of regional surface wave studies in Eurasia. Some of these from last 20 years, segregated coarsely by geographical region, include those in the following lists. In Europe there are the largest number of studies, they include Nollet [1977], Calcagno and Panza [1978, 1979, 1980, 1990], Mulier and Sprecher [1978], Calcagno et al. [1979, 1985], Levshin and Bertussens [1979], Panza et al. [1978, 1980], Neuwofler et al. [1981], Mantovani et al. [1985], Snieder [1988], Mindevali and Mitchell [1989], Dost [1990], Yanovskaya et al. [1990], Stange and Friederiche [1993], Vociari and Panza [1993], Pedersen et al. [1994], and Lomax and Snieder [1995]. In the Middle East, central Asia, and China there are the studies of Chen and Molnar [1975], Knopoff and Fouuad [1975], Bird and Toosoo [1977], Chun and Youshi [1977], Pines et al. [1980], Knopoff and Chang [1981], Wier [1982], Romanowicz [1982], Feng et al. [1983], Jobert et al. [1985], Brandon and Romanowicz [1986], Lyon-Caen [1986], Bourjot and Romanowicz [1992], Levshin et al. [1992], Wu and Levshin [1994], Levshin et al. [1994], Levshin and Ritzwoller [1995], Ritzwoller et al. [1996b], Zhang [1997], Wu et al. [1997], A. Curtis and J. Woodhouse [Crust and upper mantle shear structure beneath the Tibetan Plateau and surrounding regions from inter-event surface wave phase velocity inversion, submitted to Geophysical Journal International, 1996], and D.A. Griot et al. [Surface wave phase velocity tomography and azimuthal anisotropy in central Asia, submitted to Journal of Geophysical Research, 1997, hereinafter referred to as Griot et al., submitted manuscript, 1997]. In northern Asia, surface wave studies are fewer in number but include Lander et al. [1985], Kazhevkov and Barmin [1989], Zeng et al. [1989], and Kazhevkov et al. [1992]. Dispersion studies performed on a global scale usually are based on waveform fitting. Some of the more recent of these include the studies of Zhang and Tanimoto [1993], Su et al. [1994], Laske [1995], Trampert and Woodhouse [1995, 1996], Laske and Masters [1996], Li and Romanowicz [1996], Masters et al. [1996], and Ekström et al. [1997]. A review is given by Ritzwoller and Lovely [1995].

The present study is on a continental-scale, performed at a length-scale intermediate between regional and global surface wave studies. The improvements in resolution and bandwidth over global-scale studies result from the mixture of measurements obtained from surface waves which propagate both regionally (\( \Delta <3000 \text{ km} \)) and continent-wide (\( \Delta >6000 \text{ km} \)). Regionally propagating surface waves provide many of the measurements at the short-period end of the spectrum and improve resolution appreciably. Their use alone, however, would provide rather patchy path coverage, would result in very strong sensitivity to errors caused by event mislocation and azimuthal anisotropy, and would not yield many measurements at periods longer than about 60 s. Utilizing measurements from both the regional and continental scales allows us to combine the best characteristics of regional and global studies and provides a data set that is strongly and differen-
Figure 1. Rayleigh wave phase (dashed lines) velocity and group (solid lines) velocity sensitivity kernels to shear velocity and compressional velocity at three periods computed for PREM.

The sensitivity to both crustal and upper mantle structures. Other studies of Eurasia on a continental scale include those of Patton [1980], Feng and Teng [1983a], Lerner-Lam and Jordan [1983], Levshin et al. [1995], and A. Curtis and R. Snieder (Surface wave phase velocities and shear velocity structure beneath Eurasia, manuscript in preparation, 1997). There are, however, advantages to the regional- and global-scale studies. Resolution can be locally better in the regional studies, especially those based on multistation or multievent methods, and global studies are generally more reliable at long periods at and beyond about 150 s for Rayleigh waves and 125 s for Love waves.

Another aspect of this study which is perhaps somewhat unusual is that it is a group velocity rather than a phase velocity study. We have performed a group velocity study for three reasons. First, measurements of group velocities are much less sensitive to source effects than phase velocities [e.g., Knopoff and Schub, 1968, Muyzert and Snieder, 1996] since they derive from measurements of the wave packet envelopes rather than the constituent phases. This is particularly true at shorter periods and longer ranges. This has allowed us to use small events for which no moment tensor has been estimated. Second, as Figure 1 shows, group velocity sensitivity kernels are compressed nearer to the surface than the related phase velocity kernels, which should provide further help in resolving crustal from mantle structures. Finally, it is group velocity rather than phase velocity that is needed to extract surface waveforms for seismic discrimination. It should be noted that the group velocity maps that are presented here are intrinsically different from group velocity maps derived from the frequency derivative of phase velocity maps or approximate relationships between phase and group velocity. As described in section 2, the group velocities estimated in this study involve measurements made on the group envelope rather than the phases that constitute the envelope. Hence the group velocities presented here place constraints on the velocity structure of Eurasia independent of phase information. We will present the phase velocity maps that are estimated from the phases that constitute the wave packet envelope in a future contribution.

Although some recent surface wave studies have produced phase velocity maps that possess azimuthal aniso-
2. Data and Measurement

Eurasia is an ideal site to perform surface wave tomography. Broadband station coverage has been very good across most of the continent for several years, Eurasia is nearly surrounded by nearby plate boundaries, and it is the continent that possesses the most significant intracontinental seismicity (Figure 2). Thus surface wave path density and azimuthal distribution over much of the continent are good and many relatively short paths (<4000 km) are available for analysis, at least below about 40 s period. These factors in combination control resolution and bias, as discussed in section 3.

The goal of the measurement phase of this research is to obtain accurate estimates of surface wave characteristics (group and phase velocity, amplitude, and polarization in some cases) for each source-receiver pair and to estimate the uncertainty in these measurements. The most significant issues that must be addressed include the accrual of high-quality waveform data, the identification and extraction of unwanted signals, the measurement of the dispersion characteristics of the signals of interest, the rejection of bad measurements, and the estimation of measurement uncertainties.

Data quality from both global (e.g., Global Digital Seismic Network (GDSN), Global Seismic Network (GSN), Geoscope) and regional (e.g., Chinese Digital Seismic Network (CDSN), Kyrgyz Seismic Network (KNET), Kazakhstan Seismic Network (KAZNET), Mediterranean Seismic Network (MEDNET)) networks is very good. The main problem to be faced is that Eurasia is structurally complicated. This not only makes interpretation in terms of structural models difficult, it also complicates the identification of the aspects of the waveforms on which measurement methods should be applied. Our aim is to extract the nearly directly arriving surface waves that can be interpreted simply and deterministically from the potentially interfering multipaths and coda, which are more complicated and stochastic in nature.

The basic characteristics of the current measurement procedure are based on a long history of the development of surface wave analysis (e.g., Dziewonski et al., 1969; Landisman et al., 1969; Levshin et al., 1972, 1989, 1992, 1994; Cara, 1973; Herrin and Goforth, 1977; Peng and Teng, 1983b; Russell et al., 1988; Ritzwoller et al., 1995) and are described in detail by Levshin et al. [1992], which refers to the method as frequency-time analysis (FTAN). FTAN is exemplified in Figure 3. Group velocity versus period diagrams for the vertical, radial, and transverse components are constructed and graphically displayed. An analyst manually traces the apparent group velocity curve for the Rayleigh wave (on the vertical and radial components) and the Love wave...
of each measurement to the individual seismogram and assigns a qualitative grade to each measurement (A–F).

The success of this method depends on the analyst accurately identifying the fundamental dispersion ridge, separating the “direct arrival” from surface wave coda at periods below about 30 s, inspecting interpolation near spectral holes, and truncating the measurements appropriately at short and long periods as the signals weaken. This interaction limits the speed of the method, and therefore the volume of data that can be processed. However, it is necessary to insure that the measurements possess the desired quality, especially at the short- and long-period ends. The method has been streamlined sufficiently to allow rapid progress to be made.

To date, we have applied FTAN to waveform data from approximately 600 events in and around Eurasia which occurred from the beginning of 1988 through mid 1995 (Figure 2). Waveforms from most of the events which took place around Eurasia during this time period with $M_s \geq 5.0$ were acquired and processed. However, in regions of particularly high seismic activity (e.g., Kurile Islands region, Taiwan, Honshu, Philippines) a higher magnitude threshold of at least $M_s = 5.5$ was used. Particular attention was devoted to optimizing resolution in central Asia, and we processed events with $M_s$ as low as 4.0 that occurred in this region subsequent to the installation of KNET in late 1991. Waveform data were obtained from seven networks (CDSN, GDSN, Geoscope [Romanowicz et al., 1984], GSN, KAZNET [Kim et al., 1995], KNET [Pavlis et al., 1994; Vernon, 1994], MEDNET) comprising 83 individual broadband stations. The application of FTAN to these waveform data has yielded more than 9000 measured Rayleigh wave dispersion curves and more than 7800 Love wave dispersion curves. The total number of curves as a function of period and wave type (Rayleigh/Love) is shown in bold in Figure 4.

By design, the resulting data set exhibits considerable redundancy, which allows for consistency tests, outlier rejection, and estimation of measurement uncertainties. These tests are performed as part of what we call a “cluster analysis”. Measurements whose path endpoints lie within 2% of the path length are grouped to produce a “cluster” of dispersion curves. This cluster defines a “unique path”. Frequently, these clusters are composed of a large earthquake and its aftershocks recorded at a single station, but in some cases, nearby stations (e.g., stations in KNET and KAZNET: MAJO/INU) allow clustering from a single earthquake. All dispersion curves that are not part of some cluster individually define a unique path.

An example of a cluster of dispersion curves is shown in Figure 5a for a set of five events in the Philippines recorded at Eskdalemuir, Scotland (ESK). Outliers are identified in two ways. First, a measurement is accepted only if it falls within a fairly broad group velocity corridor. Second, measurements that form part of a cluster are compared and visually inspected if there is significant disagreement. An analyst then interactively chooses which measurements to discard, if

Figure 2. Locations of (a) stations (triangles) and (b) events (circles) used in this study.
Figure 3. FTAN. Example of a frequency-time analysis for the vertical, radial, and transverse components recorded at the GSN station at Kevo, Finland for an event in the Kurile Islands (October 9, 1994, $M_s = 7.0, \Delta = 58.5^\circ$). (a) The analyst-defined filter removes potentially interfering signals such as body waves, other surface waves, overtones, and coda. Group velocity curves are estimated automatically on the filtered images. (b) Rayleigh and Love wave group velocity measurements (solid lines) are compared with the predictions from PREM (dashed lines). (c) Comparison of the raw (thin solid) with the filtered (bold dashed) waveforms reveals the effect of the filtering displayed in Figure 3a.
any. Higher-graded measurements from larger events are given precedence in the selection process. After outlier rejection, the average velocity and standard deviation of the cluster are assigned to the path. The number of clusters as a function of period is shown in Figure 5b, and the number of unique paths is displayed in Figure 4 as the thin lines. About one-third of the original dispersion curves at intermediate periods are part of some cluster. The average path length as a function of period is presented in Figure 5c. The standard deviation of the dispersion curves within each cluster averaged over all clusters is plotted as a function of period and wave type in Figure 5d. We interpret this standard deviation as the average measurement uncertainty which we then associate with all dispersion curves that are not part of a cluster. Thus, if a dispersion curve has resulted from a cluster of measured curves, the uncertainty attributed to that curve arises from the variation among the individual curves composing the cluster. If the curve is for a ray that is not part of a cluster, the average of the standard deviations of the measurements taken over all clusters is used to define the measurement uncertainty.

The estimates of measurement uncertainty presented in Figure 5d are estimates of repeatability. The effects of some systematic theoretical errors, such as those caused by event mislocations, azimuthal anisotropy, or lateral ray refractions and scattering, may not be incorporated in these estimates. The effects of theoretical errors on the estimated group velocity maps will be discussed in section 4.2.

Figure 5. Cluster analysis. (a) Example of a cluster of measured group velocity curves. Estimated Rayleigh wave group velocity curves from a set of five events in the Philippines measured at Eskdalemuir (ESK), Scotland, are compared with one another (solid lines) and the group velocity curve predicted from PREM (dashed line). (1989, 340, \( M_\text{L} = 7.4 \); 1990, 39, \( M_\text{L} = 6.6 \); 1991, 49, \( M_\text{L} = 6.6 \); 1991, 317, \( M_\text{L} = 6.4 \); 1992, 138, \( M_\text{L} = 7.1 \)). (b) The total number of clusters in the data set plotted as a function of period and wave type (Rayleigh, solid line; Love, dashed line). (c) The average path length versus period (Rayleigh, solid; Love, dashed). (d) The average of the standard deviation of the group velocity curves composing all of the clusters. These values are assigned as uncertainties to all measured group velocity curves which are not part of some cluster.
3. Surface Wave Tomography

This paper presents the first part of an inversion for crustal and uppermost mantle structure beneath Eurasia. This inversion is broken into two stages: (1) the estimation of broadband group velocity maps at a variety of periods for both Rayleigh and Love waves and (2) the inversion of these maps for a shear velocity model. We call the estimation of group velocity maps “surface wave tomography” and this first stage of the inversion is as far as this paper extends. We describe the nature of surface wave tomography in this section and present a sampling of the estimated group velocity maps in the subsequent sections of the paper. The second stage of the inversion has begun [e.g., Ritzwoller et al., 1996a] and will be reported elsewhere.

We employ the algorithm of Ditmar and Yanovskaya [1987] and Yanovskaya and Ditmar [1990] to construct the group velocity maps [see also Levshin et al., 1989; Chapter 6] using the group velocity curves that emerge from the cluster analysis applied to measurements made with the frequency-time analysis (FTAN). The method of Yanovskaya and Ditmar is a generalization to two dimensions of the classical one dimensional method of Backus and Gilbert [1968, 1970]. There are several features that commend this method. First, it does not require any a priori parameterization or truncation of any expansion since the basis functions for the model are superpositions of the kernels of the group travel time integrals. Perhaps more importantly, the method has been well tested and provides a well-understood foundation for our work. The major disadvantages of the method, as we use it, are that it does not include explicit penalties on model size or the second spatial derivative of the model and the ray basis functions lead to artifacts caused by bad measurements. Thus outliers must be identified and rejected a priori and the maps must be smoothed in a rational manner a posteriori.

For each frequency and wave type, group velocity is a local function of position, \( U(\theta, \phi) \), which we decompose into some reference value (frequently, the average across the studied region), \( U_0 \), and a location dependent perturbation, \( \delta U(\theta, \phi) = U_0 + \delta U(\theta, \phi) \). The most significant characteristics of this method are as follows. (1) The method seeks a smooth perturbation in group velocity, \( \delta U(\theta, \phi) \), relative to a homogeneous model, \( U_0 \), such that \( U(\theta, \phi) \) fits the observed group velocity travel times, \( t_{i}^{\text{obs}}(i = 1, \ldots, N) \), in a weighted least squares sense. To do this, the method attempts to minimize the following penalty function at each period and wave type,

\[
\sum_{i=1}^{N} [w_i (t_i^{\text{obs}} - t_i^{\text{pred}})]^2 + \lambda \int_{S} |\nabla U(\theta, \phi)|^2 dA,
\]

where

\[
t_i^{\text{pred}} = \int_{p_i} U^{-1}(\theta, \phi) ds.
\]

Here \( p_i \) represents the \( i \)th wave path, \( w_i \) is the weight associated with the \( i \)th path through the group velocity map \( U(\theta, \phi) \), \( t_i^{\text{pred}} \) is the predicted group travel time along the \( i \)th path, and \( S \) is the region under study. Choosing different values of the trade-off parameter, \( \lambda \), changes the trade-off between the fit to the data and the “smoothness” of the resulting group velocity map. “Smooth” here is defined in terms of the first spatial gradient of the model. The inversion takes place independently for each period and wave type. (2) Relative group velocity variations are assumed to be small in amplitude for each period and wave type: \( \delta U(\theta, \phi)/U_0 \ll 1 \). This is the justification for a linearized inversion procedure. (3) In equation (2), we currently assume that each wave path is along the great circle linking the source and receiver and no group time perturbation is introduced by a source phase shift.

Data weights result from three subweights. The weight for measurement \( i \) is

\[
w_i = \sqrt{m} \frac{g_i}{\sigma_i},
\]

where \( m \) is the number of raw measurements that compose the cluster that produced this measurement, \( \sigma_i \) is the uncertainty determined from the cluster analysis for measurement \( i \), and \( g_i \) is a weight which depends on the qualitative grade (A-F) assigned to the measurement by the analyst. As discussed in section 2, if a measurement has resulted from a cluster, the uncertainty, \( \sigma_i \), is the standard deviation of the dispersion curves composing the cluster. If a measurement has not resulted from a cluster, the average of the standard deviations from all clusters is taken as the uncertainty. The weight \( g_i \) is defined as follows. The normative grade is A and receives a weight of 1.0. Grades of B, C, D, E, and F are given weights of 0.75, 0.4, 0.2, 0.0, and 0.0, respectively. Thus no measurement receiving a grade less than D is used. The grades of the measurements composing a cluster are averaged to produce a cluster grade which is then subjected to the same weighting criteria. For ungraded measurements, \( g_i = 0.5 \).

The damping parameter \( \lambda \) in equation (1) is chosen subjectively by analyzing misfit, the visual smoothness, and the physical reasonableness of the resulting group velocity maps. Figure 6 illustrates the trade-off curve between misfit and \( \lambda \) for the 40 s Rayleigh wave. Misfit is presented, first, as variance reduction relative to the average value across a given map

\[
\text{variance reduction} = 1 - \frac{\sum_{i} (U_i^{\text{obs}} - U_i^{\text{pred}}(\lambda))^2}{\sum_{i} (U_i^{\text{obs}} - U_0)^2},
\]

where \( i \) is the unique path index, \( U_i^{\text{pred}}(\lambda) \) is the predicted group velocity for path \( i \) through the group velocity map constructed with the damping parameter set to \( \lambda \), \( U_i^{\text{obs}} \) is the measured group velocity for path \( i \), and \( U_0 \) is the reference group velocity. In Figure 6, \( U_0 \) is the average group velocity across the map. Misfit is also presented as the rms velocity residual

\[
\text{rms misfit} = \left( \frac{1}{N} \sum_{i=1}^{N} (U_i^{\text{obs}} - U_i^{\text{pred}}(\lambda))^2 \right)^{1/2}.
\]
Three points on the misfit curve are marked with a cross: one overdamped, one slightly underdamped, and one severely underdamped. Determination of whether a map is overdamped or underdamped is almost purely subjective. A map is termed overdamped if physically reasonable features are missing from it that appear in maps with less damping. Clearly underdamped maps display artificial speckling, streaking, and other artifacts. The rms misfit and variance reduction are, unfortunately, not good indicators of the "quality" of a map, in particular they are not very useful in determining the appropriate damping. In particular, these overall measures of misfit are changed minimally by small-scale features. They are therefore poor indicators of the reliability of the estimated small-scale anomalies. Thus, although the slightly underdamped map ($\lambda \sim 1$, variance reduction ~90%) produces a much better fit to many individual dispersion curves for paths through small-scale features than the highly overdamped map ($\lambda \sim 100$), the total variance reduction is only marginally improved from 85%.

Group velocity maps for each of the dampings in Figure 6 are shown in Plate 1. We typically choose $\lambda$ to produce a slightly underdamped map. Because the penalty function does not include a spatial second derivative term, we smooth each map a posteriori by applying a Gaussian spatial-smoothing filter with a carefully chosen width. The width chosen depends both on wave type and period and derives from the resolution analyses discussed in section 4. This smoothing is designed to be an antialiasing filter, and we apply it such that the full width at $e^{-1}$ of the maximum height of the filter is half the estimated average resolution for the map. For example, for a 40 s Rayleigh wave the Gaussian filter's full width is 2.5ø at the $e^{-1}$ point. The effect of this filter is also shown in Plate 1 as the "smoothed" map. A posteriori smoothing reduces artifacts, minimally degrades overall fit to the data (Figure 6), retains most of the physically reasonable small-scale features, and improves coherence between maps with similar periods.

4. Uncertainties in the Estimated Group Velocity Maps: Resolution and Bias

Uncertainties in the estimated group velocity maps result from several sources of two general types. The
Plate 1. Group velocity maps constructed with the three damping parameters that are indicated with crosses in Figure 6: (a) highly underdamped ($\lambda \sim 0.2$), (b) slightly underdamped ($\lambda \sim 1$), and (c) highly overdamped ($\lambda \sim 100$). (d) Map produced by applying the a posteriori smoothing filter (full width at the $e^{-1}$ point of 2.5°) to the map in Plate 1b.

first type of uncertainty results from measurement errors and the vagaries of path distribution. Of these, the more severe are the effects of path distribution. At a chosen level of damping in the inversion, path distribution, both density of wave paths and azimuthal distribution, controls resolution. In section 4.1 we perform a set of classical checker-board tests to estimate the resolution of and bias in the estimated group velocity maps. As discussed in section 3, these estimates of resolution are used in the construction of a posteriori smoothing filters which are applied to each of the estimated group velocity maps. The second type of uncertainty involves errors in assumptions, approximations, and input parameters which are not estimated in the inversion. Together we refer to these as theoretical errors. The principal theoretical errors that will negatively affect the estimated group velocity maps include event mislocations, azimuthal anisotropy, wave path refractions from the great circle linking source and receiver, and source group time shifts. A discussion of the effects of these issues is the subject of section 4.2. The estimates of both types of uncertainties need to be kept
in mind when interpreting the group velocity maps presented in section 5. This interpretation is the subject of section 6.

4.1. Uncertainties Unrelated to Theoretical Errors

Ignoring theoretical errors, at each geographical point and period the resolution of the data set discussed in section 2 will depend on the density of unique paths, the azimuthal distribution of these paths, their average path length, and the data weighting and damping applied in the inversion. Examples of the path coverage are shown in Figures 7a and 7b where we plot the path density, defined as the number of paths that intersect each square 2° cell (∼50,000 km²). The path density across much of Eurasia is high but falls off rapidly near the periphery of the continent, particularly in India, in North Africa, and in the oceanic regions other than the marginal seas of the western Pacific and much of the Philippine Sea. Path density is highest, particularly at periods below about 60 s, in central Asia due to the presence of KNET and KAZNET. The importance of azimuthal distribution and path length to resolution and bias will be discussed briefly later in this section.

To estimate resolution, we perform a checker-board test. Figure 8a (left) displays three checker-board in-

![Figure 7a. Path density for Rayleigh waves at the six indicated periods. Path density is defined as the number of rays intersecting a 2° square cell (∼ 5 × 10⁴ km²).](image-url)

put models. Each model is divided into cells of equal area, where each cell possesses a velocity perturbation of \( \pm 10\% \) of the average across each map. Travel time perturbations are accumulated along great circle paths linking source and receiver. Since no noise is added to the synthetic travel times, the estimated resolution is largely independent of the amplitude of the velocity perturbation chosen (\( \pm 10\% \)). The number and distribution of unique paths differ with period and wave type. We can estimate resolution as a function of wave type and period by computing synthetic travel times through the checker-board model for exactly the unique paths that have emerged from the cluster analysis and then inverting these synthetic data using the same weighting and damping used in the group velocity tomography described in section 3 and applied to real data in section 5.

The estimated maps are displayed in Figure 8a (right). The paths used in Figure 8 are those for the 40 s Rayleigh wave and the cell sizes are 3°, 5°, and 7.5°. (Note that the cells are square. A cell size of 4 means that the cell is about \( 4 \times 111 \) km in both latitude and longitude.) Although a few regions appear to be resolved at 3°, most cells are not resolved and are increased in size to 5°. When cells are increased in size to 7.5°, nearly all of the cells that can be resolved by the data set are resolved. The regions which possess very poor path coverage in Figure 7, such as those

---

**Figure 7b.** Same as Figure 7a, but for Love waves at the indicated periods.
Figure 8a. Checker-board test for the 40 s Rayleigh wave with cells of three different sizes: (top) 3°, (middle) 5°, (bottom) 7.5°. There are regions in which 3° cells are resolved, but if cells are smaller than 5° most are not well resolved. Resolutions of 5° are observed across most of Eurasia, with the notable exception of north central Siberia, where cells are not resolved below about 7.5° in size.

around the periphery of the continent, not surprisingly, display very poor resolutions.

Plots such as those in Figure 8a are rather difficult to interpret and digest in large numbers. The key question is whether or not a given cell has been resolved in the inversion. What is desired principally is a yes or no answer. To simplify interpretation, we assign a 'resolution index', \( R_i \), to each cell:

\[
R_i = \frac{v_{\text{max}}}{v_{\text{input}}} \quad \text{(in percent)}.
\]  

Here \( v_{\text{max}} \) is the estimated velocity deviation whose absolute value is maximum in the cell and \( v_{\text{input}} \) is the input velocity deviation in the same cell. Perfect resolution for a given cell size would result in \( R_i = 100\% \); poor resolution results in \( R_i \leq 30\% \). The resolution in-
The resolution index \( R_1 \) (equation (6)) for the 40 s Rayleigh wave with the same cell sizes as in Figure 8a. Light grey cells are considered resolved, increasingly darker cells denote poorer resolution. Units are percent of the input value in each cell.

The regions with poorer resolutions are indicated by the darker cells. The 50% criterion may seem overly liberal, but we are interested mainly in determining if a feature of a given size is observable rather than determining if we estimate its amplitude correctly. Although these are interesting separate issues, the first spatial derivative damping penalizes both model amplitude and roughness simultaneously. Since we cannot separate these effects during inversion, we must be careful to discrimi-
Figure 9a. Resolution index ($R$, equation (6)) plotted for intermediate-period Rayleigh waves--
at the indicated periods and with the specified cell sizes. Three grey-scale values are presented;
the lightest indicates good resolution and increasingly dark cells reveal poorer resolutions. Units
are percent of the input value in each cell.

...
of the minimum cell size for which most of Eurasia is resolved at each period. Lëveque et al. [1993] introduce a note of caution concerning the interpretation of analyses such as these. Checker-board test are not fault-free means of estimating resolution.

To estimate bias we perform similar experiments in which only a small number of well spaced cells have nonzero velocities. For example, Figure 11 displays a resolution analysis in which the input model comprises two square 7.5° cells with nonzero structural values (10%), one in a well-resolved region of central Asia and the other in a poorly resolved area of north central Siberia. The rest of the model outside of these blocks is everywhere zero. The ray paths used, again, are the unique paths for the 40 s Rayleigh wave. In the checker-board test, we estimated a resolution of about 5° in central Asia and 7.5° in north central Siberia. Consistent with this test, the estimated central Asian cell is well resolved and unshifted. The Siberian cell, however, is spread out and shifted to the south by about one-half of a cell size. This half-cell bias is below the 5° resolution we report for the 40 s Rayleigh wave in Figure 10. It should be remembered, however, that errors in the estimated group velocity maps may include shifting due to the vagaries of path distribution at a significant fraction of the reported resolution in some regions.

The bias and degraded resolution characterizing north central Siberia are not due to a shortage of ray paths

---

Figure 9b. Same as Figure 9a, but for the long period Rayleigh waves at the indicated periods.
in this area, as Figure 7a demonstrates. Path density throughout this region is high, although certainly not as high as in central Asia. Furthermore, the azimuthal distribution of paths piercing the central Asian and Siberian cells is about the same. Both regions display a shortage of nearly meridional paths. What differs between these two regions is the existence of large numbers of relatively short paths in central Asia. These short paths allow relatively small cells to be resolved even without a homogeneous azimuthal distribution. However, in the absence of regional seismicity and good seismic station coverage in north central Siberia, the shortage of nearly north-south paths manifests itself as a degradation in resolution. The future addition of more nearly north-south paths originating from events in central Asia and propagating to Canadian National and U.S. National Network stations would help improve resolution throughout much of northern Eurasia.

4.2. Uncertainties Caused by Theoretical Errors

Other sources of bias can result from theoretical errors. We discuss the following here: off-great-circle propagation, event mislocation, source group timeshifts, and azimuthal anisotropy. We deal with the first of these issues only qualitatively. The last three error sources we deal with quantitatively by performing syn-
thetic tomographic inversions which aim to estimate the effects of each error on the estimated group velocity maps. In each case, we attempt to simulate the effect of the errors on travel times and then invert the erroneous theoretical travel times exactly as the real data are inverted at each period and wave type (same paths, damping, data weighting, a posteriori smoothing, etc.). Naturally, the utility of these experiments will depend on how well we have simulated the error process in each case.

4.2.1. Off-great-circle propagation. A comparison between the locations of known structural boundaries and features apparent in the group velocity maps indicates that tomographic features may be shifted by as much as 3° to 5° in geologically complicated regions, such as much of central Asia. These shifts typically lie below the resolutions that we report here. Part of the shifts may be due to off-great-circle propagation. However, as discussed in section 4.1, part may also be due to path distribution. Thus errors in the estimated

**Figure 9d.** Same as Figure 9a, but for the long period Love waves at the indicated periods.

**Figure 10.** Estimated average resolution across the Eurasian continent. The value of resolution is chosen such that most of the continent appears to be resolved in resolution index plots, such as those shown in Figure 9.
Figure 11. Bias analysis in which there are only two nonzero 7.5° square input cells, one in central Asia (a region of very good resolution) and one in north central Siberia (a region with poor resolution). Synthetic data used are the same as in Plate 1 for the 40 s Rayleigh wave. The input locations and shapes of the cells are shown. Both input cells have a velocity variation of 10%. The rest of the continent is homogeneous with no velocity variation. The estimated tomographic map demonstrates the southern shift of the north central Siberian cell (by about one-half the cell width) and the high fidelity of the estimated central Asian cell.

group velocity maps may include shifting due to off-great-circle propagation at a significant fraction of the reported resolution level in some regions. A more careful simulation of the effects of off-great-circle propagation will be the subject of future research.

4.2.2. Systematic event mislocations. The multiplicity of sources helps mitigate against bias caused by source mislocation. Synthetic experiments show that if mislocations are random, their effect on the estimated group velocity maps is negligible. However, mislocations in certain source regions, in particular those adjacent to subducting slabs, may be systematic. Systematic errors in epicenter estimates of 10 km or more in extended regions may have an appreciable effect on the estimated group velocity maps.

Figure 12 presents examples from a synthetic experiment in which the locations of about 15 events in the Kurile Islands and in the Hindu Kush are shifted systematically and exactly in parallel by 10 km. Mislocations of the events in these regions may be larger than this, but the fact that all events are shifted in parallel maximizes the effect of the mislocations on the estimated group velocity maps. We shifted the "true", locations of the Kurile events to the southeast and the Hindu Kush events to the south relative to the erroneous locations used in the inversion. Figure 12 presents the tomographic simulation for the 20 s, 50 s, and 150 s Rayleigh waves for the mislocated Kurile events and for the 20 s Rayleigh wave for the mislocated Hindu Kush events. In each inversion, only the events located in the specified regions are shifted; all other event locations are assumed to be known perfectly. Input structure is laterally homogeneous, so that the only "signal" in the synthetic data comes from the event mislocations in the specified region.

The travel time signal due to a 10 km shift is less than 4 s. If a 3-s signal were distributed evenly along a 6000 km path, the resulting velocity perturbation would be only about 0.2% of the average group velocity. However, as Figure 12 shows, in a tomographic inversion the effect of event mislocations is very small outside of the source region and the erroneous signal is compressed into a small region which amplifies the bias. The amplitude of the bias is approximately independent of period, with an absolute value maximizing between 0.5-0.8% of the average group velocity at each period. The size of this bias scales directly with the length of the mislocation. In source regions away from the margins of the continent, such as the Hindu Kush, there are many paths crossing the region which do not originate in the source region. This diminishes the size of the bias. Figure 12 shows that the bias caused by the 10-km perturbation to the Hindu Kush events is less than half that caused by similar perturbations to the locations of the Kurile events.

4.2.3. Source group time shifts. We have assumed that the initial phase imparted by the earthquake only minimally affects group travel time [Knopoff and Schwab, 1968]. Figure 13a presents estimates of the expected Rayleigh wave group time shifts for the earth-
Figure 12. Mislocation bias. Results of a synthetic experiment in which approximately 15 events in two source regions (the Kurile Islands and the Hindu Kush) are shifted in the same direction by 10 km to determine the effect of systematic errors in source locations on the tomographic images. All events in the Kuriles are mislocated to the northwest and in the Hindu Kush to the north. Three Rayleigh wave periods (20 s, 50 s, 150 s) are shown for the Kurile Islands events and one period (20 s) is shown for the Hindu Kush events. Bias is displayed in percent deviation from the average group velocity across the map. Event locations are marked by small white dots. The 0.2% contours are drawn.

Figure 13a. Estimated expected value of Rayleigh wave group time shifts as a function of period. The median over azimuth of the absolute value of the group time shift is computed for each earthquake. The average and rms of these medians, taken over all of the earthquakes, are plotted here. Group time shifts are computed using the Harvard CMT catalogue for all events for which the CMT solution exists.
quakes used in this experiment. For each earthquake, we used the CMT moment tensor to compute the source group time shift as a function of azimuth. Since this shift amplifies greatly near nodes in the radiation pattern, the average of the absolute values and the rms with azimuth do not provide good estimates of the characteristic amplitude of the group time shift for the event. The median of the absolute values with azimuth provides a better characterization of the event and Figure 13a presents the rms and the average of these medians taken over all of the events in our data set with a CMT solution. The expected group time shifts increase with period and range between about 3-4 s on the short period end of our study to closer to 10 s at longer periods. Individual group time shifts may be considerably larger than this, but this normally occurs only near nodes in the radiation pattern where few measurements are actually made.

If focal mechanisms vary spatially in a random manner, time shifts of 5-10 s would produce little bias in the estimated group velocity maps. However, focal mechanisms across large areas are not random, and like source mislocation bias, the bias in the estimated group velocity maps caused by source group time shifts can concentrate in source regions with similar focal mechanisms. Using a synthetic experiment similar to the inversions to estimate the effect of source mislocations, Figure 13b presents estimates of the bias in the 50 s and 100 s Rayleigh wave maps caused by ignoring the group time shift produced by the CMT solution. For the same reasons as for source mislocation, the bias maximizes in source regions near the edge of the continent. Although
the patterns of bias differ somewhat with period, the amplitude of bias is about the same as that shown in Figure 13b at all periods above about 50 s. Thus, we expect that this effect is probably several times the size of errors caused by source mislocations.

4.2.4. Azimuthal anisotropy. The estimated group velocity maps are directionally independent and therefore contain no information about azimuthal anisotropy. The maps are azimuthal averages of group velocity at every point, but since the azimuthal distribution of rays at every point across each map is not uniform, it is a legitimate concern whether this average is a good approximation to the isotropic velocity. Fortunately, there are global models of azimuthal anisotropy that can help address this concern [e.g., Montagner and Tanimoto, 1991; Trampert and Woodhouse, 1996]. Figure 14a shows examples of the 2ψ fast axis directions for a preliminary phase velocity model of Trampert and Woodhouse [1996]. Azimuthal anisotropy is large significant across much of Eurasia in this model. Note that the pattern of anisotropy changes appreciably between the 40 s and longer period maps. For example, in central Asia the pattern shifts from dominantly east-west to north-south. Also note that the amplitude of anisotropy is greater for the Love wave than the Rayleigh wave at each period. The model also contains a substantial 4ψ component. The uncertainty in the amplitude of the anisotropy is much larger than in the pattern of anisotropy, especially for the 4ψ component (J. Trampert, personal communication, 1997).

Similar to the synthetic experiments which test the effect of source mislocation and source group time shift on the estimated group velocity maps, we use Trampert and Woodhouse’s [1996] model to estimate the bias in the isotropic maps caused by azimuthal anisotropy. Trampert and Woodhouse’s model is for phase velocities, so its use for group velocities is not entirely straightforward. Since phase velocity kernels sample somewhat deeper than group velocity kernels at each period, we use the 40 s phase velocity maps of Trampert and Woodhouse as proxy for the 50 s group velocity maps and their 80 s Love wave phase velocity map for the 100 s Love wave group velocity map. However, we do use their 150 s Rayleigh wave phase velocity map for the 150 s Rayleigh wave group velocity map. Both 2ψ and 4ψ terms are included in the construction of the synthetic travel times which we then invert, exactly as the real data, at 50 s and 150 s for Rayleigh waves and at 50 s and 100 s for Love waves. The 4ψ component produces a small percentage of the bias except near the periphery of the maps.

Figure 14b presents estimates of the bias in the estimated isotropic maps caused by azimuthal anisotropy. Four features are worth noting. First, the amplitude of

Figure 14a. The 2ψ fast axes from the model of phase velocity azimuthal anisotropy of Trampert and Woodhouse [1996]. A 1% velocity bar is presented for comparison in the center.
**Figure 14b.** Azimuthal anisotropy bias. Estimated bias from azimuthal anisotropy expressed as percent error relative to the average group velocity across the region of study for each period and wave type. The ±1% contours are drawn for the 50 s waves and the ±0.5% contours are indicated for the 100 s Love and 150 s Rayleigh waves.

The bias is typically larger for Love than for Rayleigh waves at each period. This is largely due to the fact that the amplitude of the azimuthal anisotropy for Love waves is larger in Trampert and Woodhouse’s [1996] model, but is partially caused by the smaller number of Love wave than Rayleigh wave measurements. Second, the spatial size of the bias features are larger at the longer periods than at the shorter periods. This is caused by the fact that path lengths are typically greater at longer periods which tends to average out small-scale features. In addition, the longer-period maps are damped and smoothed somewhat more. Third, at 50 s period, the maximum bias occurs near the periphery of the maps, especially in the south, where azimuthal coverage is poorest, but at longer periods, bias is as likely to occur in the interior of the continent. This is because azimuthal distribution is typically worse in the interior at longer periods than at shorter periods.
Finally, the amplitudes of the bias features decrease with period. However, the amplitudes of bias relative to the signal levels in the estimated maps (Plates 2a-2c) are approximately constant. The average amplitude of maximum bias with respect to the maximum signal level is about 20%. A comprehensive study of the effect of azimuthal anisotropy on surface wave studies on a global scale has been performed recently by E.W.F. Larson et al. (Effects of a slight anisotropy on surface waves, submitted to Geophysical Journal International, 1997).

4.2.5. Summary. From these synthetic experiments we conclude that the largest source of bias from theoretical errors below about 100 s period probably results from azimuthal anisotropy. Owing to uncertainties in the amplitudes of Trampert and Woodhouse’s [1996] model and the indirect relationship between phase and group velocity maps, the amplitude of the estimated bias is not well determined. However, the bias maps presented in Figure 14b are reasonable estimates. Since we presently only interpret features on the estimated group velocity maps with amplitudes larger than any of the bias estimates, it is unlikely that many of the interpretations in this paper are vitiates by theoretical errors. Nevertheless, to be able to interpret smaller amplitude features in future maps, it will be important to attempt to estimate azimuthal anisotropy simultaneously with transversely isotropic velocity. Bias from source mislocations and source group time shifts should be less significant than from azimuthal anisotropy, except in source regions near to the periphery of the maps at periods at and greater than about 100 s. The regions of greatest concern are near the Pacific rim. In the future, it would be prudent to include group time shifts in group velocity tomographic inversions.

5. Group Velocity Maps

Using the tomographic method described in section 3, we construct group velocity maps, which are smoothed using the results of the resolution analysis described in section 4, for Rayleigh waves at the following periods: 20, 25, 30, 35, 40, 50, 60, 70, 80, 90, 100, 125, 150, 175, and 200 s. The same periods are inverted for Love waves, except that wave group velocity maps do not extend past 130 s period. A sampling of the estimated group velocity maps is presented in Plates 2a-2c. These maps represent lateral variations relative to the average across each map. (See Figure 15.) Group velocity curves at a few geographical locations, which have been constructed by combining all of the estimated group velocity maps, are shown in Figure 16. These maps are segregated roughly by tectonic or geologic type into three categories: sedimentary basins, continental plateau or mountain ranges, and continental shields. The jerkiness in the curves results from small-scale inconsistencies between the group velocity maps at different periods. The observed curves are much smoother (e.g., Figures 3 and 5a).

At the time of writing, all group velocity maps are available and are regularly updated at the following website: http://abdu.colorado.edu/geophysics/eurasia.dir/eurasia.html

Our confidence in the longest-period maps shown in Plate 2 is not as high as in the shorter-period maps, in particular, at 200 s for Rayleigh waves and at 125 s for Love waves. There are two key reasons. First, accurate long-period measurements can only be obtained from large earthquakes ($M_s \geq 6.0$), and the distribution of these events around Eurasia is not uniform and their numbers are not large. On average over the period of study (1988-1995), only about seven events per year with $M_s \geq 6.5$ occurred in the studied region. These events constitute less than 10% of our entire data set, which means that significant regions of Eurasia are not well covered at long periods, as the path coverage maps in Figure 7 demonstrate. Global-scale studies that utilize both major and minor arc wave packets demonstrate more uniform coverage across the continent [e.g., Trampert and Woodhouse, 1995, 1996; Ekström et al., 1997] and should do better, in at least certain regions, at these very long periods. Second, as discussed in section 4.2, certain theoretical errors result in larger effects at long periods relative to the amplitude of the observed velocity perturbations. In summary, the advantages of continental-scale studies over global studies break down at periods beyond about 150 s for Rayleigh waves and about 100 s for Love waves.

Figure 17 shows the improvement in fit to the measured dispersion curves delivered by the estimated group velocity maps, expressed as the variance reduction relative to the average group velocity across each map (equation (4)) and the rms group velocity misfit (equation (5)). Variance reductions are more than 80% between 25 and 70 s period for both Rayleigh and Love waves. Variance reductions in excess of 80% continue for Love waves out to about 100 s period but decrease at longer periods since waves become increasing sensitive to the upper mantle which possesses smaller amplitudes of velocity variations than the crust. Since lateral variations in the group velocity maps have smaller amplitudes above 100 s, the variance reduction for Love waves in Figure 17 shows a decrease after about 100 s period.
Plate 2a. Estimated group velocity maps across Eurasia for the 20 s, 30 s, 50 s, and 100 s Rayleigh waves.
Plate 2b. Same as Plate 2a, except for the 20 s, 30 s, 50 s, and 70 s Love waves.
Plate 2c. Same as Plate 2a, except for the 150 s and 200 s Rayleigh waves and the 100 s and 125 s Love waves.
Figure 16. Group velocity curves ((left) Rayleigh and (right) Love) constructed by combining values at the specified locations from the estimated group velocity maps. The location key is in Figure 18. The curves are segregated by structural setting into three groups: sedimentary basins, mountain ranges or continental plateaus, and continental shields. The group velocity curve for PREM is shown as the dashed line on each graph.

Figure 17. Two measures of misfit to our group velocity measurements for Rayleigh (solid lines) and Love (dashed lines) waves for our estimated group velocity maps. (top) Misfit is represented as variance reduction relative to the average across each map (equation (4)). (bottom) The rms group velocity misfit (equation (5)).
plitudes at longer periods, there is less signal to fit and therefore there is less reduction in variance. This degradation in variance reduction begins at shorter periods for Rayleigh waves since they sample deeper than Love waves at every period. Consistent with this is the fact that at the short-period end of the spectrum, absolute misfit is the greatest even though variance reduction continues to be high. Below about 30 s period, the decrease in variance reduction is probably due to off-great-circle propagation and scattering caused by sedimentary basins and other small-scale features. The onset of this degradation in variance reduction is at longer periods for Love waves since they sample more shallowly than Rayleigh waves at every period. For example, the 30 s Love wave is more strongly sensitive to sedimentary features than the 30 s Rayleigh wave. At 50 s and above, the absolute misfit is remarkably flat for both Rayleigh and Love waves, ranging between about 0.05 and 0.08 km/s.

Measurement uncertainties are also flat in this period range and average about 0.05 km/s, as Figure 5d shows. Thus misfits on average are about at the 1.5-2 σ level relative to the measurement uncertainties reported in Figure 5d. The uncertainties reported in Figure 5d are estimates of the repeatability of the measurements either across a regional array or for events in the same region. This uncertainty in velocity results principally from difficulties in measuring the time of the arriving wave packet accurately. These estimates do not include misfits caused by theoretical errors, such as those discussed in section 4.2. Signals of this magnitude can result from the remaining theoretical errors, mostly off-great-circle propagation at the short-period end of the spectrum and source group time shifts and azimuthal anisotropy at longer periods.

6. Discussion

Figure 15 compares the group velocities averaged across our estimated group velocity maps in the region of study (0°N - 89°N, 0°E - 180°E) with the group velocity from PREM [Dziewonski and Anderson, 1981] and the average group velocity in the studied region of the model CRUST5.1 in the crust [Mooney et al., 1997] and S16B30 [Masters et al., 1996] in the mantle. Not surprisingly, PREM poorly fits even average group velocities under largely continental regions, particularly below about 80 s period. The laterally inhomogeneous model (CRUST5.1/S16B30) predicts average group velocities much better with two key exceptions. First, for Rayleigh waves between periods of 40 and 80 s, group velocities predicted by CRUST5.1/S16B30 are on average too high. This is due to the fact that CRUST5.1 underestimates crustal thicknesses in structurally deformed areas and/or its lower crustal shear velocities are too high. Second, group velocities predicted by CRUST5.1/S16B30 are too low for Love waves, particularly at long periods. This principally results from the fact that CRUST5.1/S16B30 is an isotropic model and the observed dispersion curves show clear signs of polarization anisotropy (transverse isotropy). The model CRUST5.1/S16B30 provides a better fit to long-period Rayleigh waves than Love waves. It would be difficult for any isotropic model to fit both types of waves well.

Throughout the paper we have discussed a number of influences which tend to corrupt the resulting group velocity maps. These include, in addition to problems associated with path coverage, problems caused by theoretical assumptions, e.g., event mislocations, azimuthal anisotropy, off-great-circle propagation, and source group time shifts. These effects are all expected to be at levels below the major features in the group velocity maps that we interpret here and within the resolution estimates that we report. With this in mind, it is worthwhile pointing out some of the features that emerge in the group velocity maps, such as those in Plates 2a-2c, that appear to have clear structural causes. However, since the group velocity kernels in Figure 1 are complicated functions of radius, interpretation here should be considered preliminary in nature. In this interpretation, it is important to keep in mind path coverage and resolution (Figures 7 and 9) as well as the discussion of the effects of theoretical errors in section 4.2 (Figures 12, 13b, 14b).

Interpretation is based on plots of group velocity sensitivity kernels such as those shown in Figure 1. Figure 1 is computed for PREM, and continent-ocean variations in crustal thickness, in particular, change the details of surface wave sensitivities appreciably. Several rules of thumb generally hold, however. Group velocity sensitivity kernels are more complicated than phase velocity sensitivity kernels (e.g., they change sign) and are compressed nearer to the surface at each period. At a given period, Love waves sample more shallowly than Rayleigh waves and sensitivities for both types of waves compress toward the surface as period decreases. Consequently, everything else being equal, the best probe of sedimentary basins should be the shortest-period Love waves, which in this paper is at 20 s. However, the 20 s Rayleigh wave map is a better indicator of sedimentary basins since its resolution is significantly better than the 20 s Love wave. Rayleigh waves between 30 and 75 s are strongly sensitive to crustal thickness, and the 50 s Rayleigh wave map, to a fair approximation, can be seen as inversely related to Moho depth. That is, for a 50 s Rayleigh wave, low velocities result largely from thickened crust. Love wave sensitivity to crustal thickness maximizes near 100 s period. At longer periods, the sensitivity of waves to crustal velocities and thicknesses diminishes. The uppermost mantle (80-150 km) is well represented in the 100 s Rayleigh wave map. The 150-200 s Rayleigh waves provide deeper sampling of the upper mantle sublithosphere.

Place names are presented in Figure 18, segregated by geological and tectonic type. Sedimentary basins and tectonic regions are taken from 3SMAC [Natav and Ricard, 1996; Kunin et al., 1987]. Plate 3 presents Rayleigh wave group velocity maps predicted by the model CRUST5.1/S16B30 at a variety of periods. The model CRUST5.1 is defined on a 5° grid, and the blocky nature of the predicted group velocity maps results from the grid defining the model.
Figure 18. Place names. Sedimentary basin outlines (4 km isopach) and tectonic regions are taken from the 3SMAC model of Nataf and Ricard [1996]. Surface topography is from ETOPO-5.

6.1. Crustal Structures

Group velocity maps at periods below 100 s make excellent probes of crustal structures. Since Love wave group velocity sensitivities below about 30 s period and Rayleigh wave sensitivities below about 25 s are nearly entirely compressed within the continental crust, broadband measurements (<30 s to >100 s) of Rayleigh and Love wave group velocities can help to resolve crustal from mantle structures.

6.1.1. Sedimentary basins. Because of continuing rapid uplift across much of the Near East and
central Asia due to the collisions between the Eurasian Plate with the Arabian and Indian Plates, accumulations of relatively young sediments across Eurasia are considerably greater than on any other continent. The 20 s group velocity maps in Plates 2a and 2b display low-velocity anomalies associated with most of the known sedimentary basins across Eurasia. Low velocity anomalies are associated with the Tarim Basin, the Ganges Fan and Delta, the Persian Gulf, the Tadzhik Depression, the southern Indus River, the north and south Caspian Sea, the Black Sea, the eastern Mediterranean Sea, the western Siberian sedimentary complex, the Pri-Verkhoyansky Foredeep along the Lena River and its tributary the Uilyak River in eastern Siberia, the Barents Sea Shelf, the Sichuan Basin, the Adriatic Sea, and the North Sea.

Perhaps as interesting are the sedimentary basins that are not observed. These include the Tunguska and Khatanga Basins in Siberia and at least the northern part of the Pri-Caspian Depression. These basins all lie within stable areas and hence high upper crustal velocities, which obscure the low-velocity signature of the sediments. In addition, the Tunguska Basin has experienced massive basalt floods which interpenetrate the sediments.

Although the observed 20 s Rayleigh wave map (Plate 2a) and the map predicted from CRUST5.1/S16B30 in Plate 3 are well correlated, a number of significant differences are apparent. For example, the Tarim Basin lies largely between grid nodes of CRUST5.1, and is therefore nearly absent from this model. Also, the sedimentary velocity anomalies predicted by CRUST5.1 are generally much slower than observed. Perhaps this is because we have damped the estimated models, but it is not unlikely that the shear velocities in the deeper parts of the sedimentary basins in CRUST5.1 are too slow. Finally, CRUST5.1 predicts that the sedimentary basins in the Pri-Caspian and Tunguska regions should appear on the short period maps. The fact that they do not probably does not result principally from a problem with sedimentary structures in CRUST5.1, but rather with upper crustal velocities.

6.1.2. Ocean-Continent Variations. Inspection of the margins of the continent reveals information about the intrinsic resolution of the group velocity maps. For example, on the 30 s Rayleigh wave map in Plate 2a, the South China Sea, the Sea of Japan, and the Sea of Okhotsk are all imaged as relatively high velocities, whereas Kamchatka and the island arc comprising Japan, the Ryuku Islands, and Taiwan are clearly relatively low velocities. This observation is consistent with our earlier resolution analysis which resulted in claims of resolutions in this area of about 5°. The distribution of anomalies on the 30 s Rayleigh wave group velocity map in the Far East is partially the effect of crustal thickness variations, the thicker crust of the island arc manifests itself as reduced group velocities, but the higher crustal velocities of the marginal seas also contribute.

These observations are similar to the predictions from CRUST3.1/S16B30, displayed in Plate 3. There are several exceptions. (1) The map predicted by the model CRUST5.1/S16B30 under the marginal seas is much faster than observed, presumably due to shear velocities being too fast in the model or crustal thicknesses being somewhat too small in the model. (2) The observed map does not display the ability to resolve Korea from the Sea of Japan, the Yellow Sea, and the East China Sea that bound it. (3) However, our maps do show structural variations in the Philippine Plate that do not appear in CRUST5.1/S16B30. The Kyushu-Palau Ridge runs approximately north-south in the center of the Philippine Plate. The eastern Philippine Plate typically shows up as relatively low velocities in most of the group velocity maps at the short period end of our study. This may be due to sediment accumulation in the West Mariana Basin and Mariana Trough. However, since these low velocities persist to much longer periods (e.g., 70-125 s Love waves in Plates 2b and 2c) consistent with phase velocities reported by Trampert and Woodhouse [1996] and Ekström et al. [1997], it is likely that thickest crust exists on the east side of the Kyushu-Palau Ridge than on the west side.

6.1.3. Continental Flood Basalts. Massive basalt flows are known to exist in several regions across Eurasia, principally in northern Ethiopia, western India (Deccan Volcanic Province), and in central Siberia (Siberian Traps, Tunguska Basin). If unmodified by later sedimentation or thermal reworking, these regions should manifest themselves as high-velocity anomalies on the 20 s Rayleigh and Love wave maps (Plates 2a and 2b). The central Siberian flows in the Tunguska Basin [Zonenshain et al., 1990] have been reworked since they were initially produced in the late Paleozoic, and they have also been obscured by large sedimentary basins that surround and interpenetrate them. Thus it is not surprising that this feature does not appear strongly on the estimated group velocity maps, although the basin is relatively fast on the 20 s Rayleigh wave map. On the other hand, the Ethiopian Flood Basalts [e.g., Mohr, 1983] and the Deccan Traps are associated with clear high-velocity anomalies on the 20 s Love wave map. Unfortunately, they are both in regions poorly sampled in this study at short periods. In the case of the Deccan Traps, the observed anomaly may be attributed to “leakage” of oceanic velocities onto the continent, but this explanation is less plausible for the Ethiopian/Sudaneses anomaly. Thus high-velocity anomalies on the short period maps in continental regions can reveal relatively young massive basalt flows.

The Ethiopian anomaly merges with another high-velocity anomaly to the north near the boundary between Egypt and the Sudan, perhaps most clearly seen on the 20 s Rayleigh wave map. This feature is not attributable to a basalt flow, but it is the site of a small Archean shield which is probably the source of the observed anomaly. These higher velocities near the Egyptian-Sudanese boundary are predicted by the model CRUST5.1/S16B30.

6.1.4. Crustal Thickness. The effects of variations in crustal thicknesses are best observed on the 50 s Rayleigh wave and 70 s Love wave maps in Plates
2a and 2b. Thick crust manifests itself as low-velocity anomalies on these maps. The strongest effects are in central Asia where the Moho extends to depths greater than 70 km. The most striking anomalies are associated with Tibet. The Pamir, near the northern boundary of Pakistan and Afghanistan, also display very low group velocities and, consequently, a significantly thick crust. Low velocities extend to the northeast from the Pamir into the Altai Range of Mongolia in a characteristic pattern first reported by Wu and Levshin [1994], and also extend southwest of the Pamir approximately following the boundary between Pakistan and Afghanistan associated with the Hindu Kush. The Tien Shan, Zagros, and Caucasus Mountains also display low-velocity anomalies. More subtle low-velocity anomalies are observed on the 50 s Rayleigh wave map associated with the Urals and the Verkhoyansk and Chersky Ranges in eastern Siberia.

In the Near East and central Asia there is qualitative agreement between the observed group velocity maps most sensitive to crustal thickness (e.g., 50 s Rayleigh in Plate 2a) and the prediction of CRUST5.1/S16B30 (Plate 3), but the outlines of Tibet are much more clearly delineated on the observed map than can be produced by a relatively coarse gridded model. Low velocity anomalies are also predicted by CRUST5.1/S16B30 associated with the Zagros and Caucasus Mountains.

6.2. Upper Mantle

As periods increase, the imprint of crustal structures on group velocity maps diminishes until, for Rayleigh wave maps at periods of 100 s and above, the signatures of upper mantle structures dominate the group velocity maps. We concentrate discussion here on the 100 s and 150 s Rayleigh wave maps shown in Plate 2c which we believe most robustly reveal information about the upper mantle.

6.2.1. Archaean shields/continental roots. Continental roots can be seen in various regions around Eurasia on the 100 s and 150 s Rayleigh wave maps. The largest features are the two Archaean shields underlying the Eastern European Platform and the Siberian Shield, separated by the Urals. These roots also are apparent on the long-period group velocity maps predicted by CRUST5.1/S16B30, since they compose part of the mantle model S16B30. The Tornquist-Teissseyre Zone ("TTZ") [e.g., Houtg et al., 1979; Guderch et al., 1986; Pedersen et al., 1994; Zielhuis and Nolte, 1994; Lomax and Snieder, 1995; Absiun and Snieder, 1996], a tectonic lineament striking northwest-southeast from southern Scandinavia through Poland to the Black Sea, is also seen on our maps. The TTZ marks the transition from the thicker and older (hence faster) Eastern European Platform to the thinner and younger (hence slower) lithosphere of western Europe. The TTZ appears as a sharp gradient on the 100-200 s Rayleigh wave maps. Several smaller shields or lithospheric blocks are also seen as high-velocity anomalies on the 100 s and 150 s Rayleigh wave maps, such as the Baltic Shield, the Tarim block, the Kazakh Platform, the Indian Platform and Shield, and the South China Block. These features are too small to appear in global models such as S16B30.

6.2.2. Pacific rim backarc. After the high-velocity anomalies due to the continental roots underlying the Eastern European Platform and the Siberian Shield, the most striking feature on the long-period maps may be the low-velocity arc rimming the continent on its eastern edge. This feature extends, essentially uninterrupted, from Kamchatka to Indochina, although the largest velocity anomalies appear to underlie Kamchatka, the backarc west of Japan, and Indochina.

The Pacific Rim low-velocity anomaly, in a more poorly resolved form, appears in nearly all of the recent global mantle models and may be attributable to the response of the mantle to backarc spreading or increased volatile content due to partial melting of the subducted slabs. There is qualitative agreement, for example, between the observed 100 s Rayleigh map in Plate 2c and the map predicted from CRUST5.1/S16B30 in Plate 3. The biggest differences appear to be resolution and amplitude, which may be due to the greater damping necessary in the construction of global mantle models. The amplitudes of the velocity anomalies in S16B30 are lower, and relatively small features, such as the East China Block, are missing in the global models. As discussed above, the fact that crustal shear velocities in the marginal seas appear to be too high in CRUST5.1 results in the crustal part of the model continuing to imprint the 100 s Rayleigh wave map in Plate 3 under the marginal seas. The observed 100 s Rayleigh wave does not display the continued signature of crustal features in this region.

6.2.3. Plate boundaries. Several significant features are apparent at plate boundaries on the long-period Rayleigh wave maps. High-velocity anomalies are associated with known subduction occurring in the eastern Mediterranean, near the India-China border south of Tibet, and along the Pacific Plate boundary east of Japan. It is tempting to conclude that these anomalies are the signature of subduction in these regions or at least of a thickened lithosphere. These features are spatially too small to be included in the model S16B30.

There are several low-velocity anomalies observed in the 100 s and 150 s Rayleigh wave maps that are worth mentioning. None of these anomalies underlies convergent plate boundaries, and the mantle structures that produce them are not likely to be the same as at convergent boundaries. The first is in eastern Turkey under the Anatolian Fault Zone, which marks the collision zone between the Arabian and Eurasian Plates. The second is in the Laptev Sea associated with the southeastern edge of the Arctic spreading center. The third is under the Red Sea. Path coverage and expected resolution in the first of these regions are good but are less so in the other two regions. Although the first two of these features are not apparent in the mantle model S16B30, the third is. In fact, low-velocity anomalies underlying the Afar Triangle and extending north along the western edge of the Red Sea appear in the uppermost mantle in most of the recent global mantle models. These
Plate 3. Rayleigh wave group velocity maps predicted by the model CRUST5.1/S16B30 at the indicated periods. The velocity scales are the same as on the observed maps in Plates 2a-2c, except for the maximum and minimum values.
anomalies have been interpreted as the head of the Afar Plume. The resolution and data coverage at long periods near the southern rim of our maps in East Africa are poor, and we do not assign significance to any geographical variations in the location of the “Red Sea” low-velocity anomaly among our group velocity maps or with those predicted by mantle models.

Also worthy of note is the low-velocity anomaly on the 100 s Rayleigh wave map in northern Tibet. Northern Tibet is marked by volcanism and elevated heat flow and has been hypothesized to be the site of thinned lithosphere [e.g., Zhao and Xie, 1993; McNamara et al., 1995] created, perhaps, by lithospheric delamination or gravitational instability [Molnar et al., 1993]. The 100 s Rayleigh wave map is consistent with these observations and interpretation. The low-velocity anomaly in western Mongolia may or may not be an associated feature.

6.3 Misfit Compared with the Model CRUST5.1/S16B30

As previously discussed in sections 6.1 and 6.2, there is qualitative agreement between the observed group velocity maps and those predicted by CRUST5.1/S16B30. Disagreements are mostly in amplitude and in certain features, particularly in the upper mantle, which are too small to appear in S16B30. We have concluded that: sedimentary shear velocities in CRUST5.1 tend to be too low in deep basins, the crustal shear velocities in the marginal seas are too high in CRUST5.1, crustal thicknesses in CRUST5.1 across much of the continent are somewhat too small and/or the lower crustal velocities are too high, upper mantle structures in S16B30 are too small in amplitude on average, and certain observed upper mantle features are spatially too small to be contained in S16B30. The question we ask here is, what is the effect of these observed differences on the fit to the group velocity observations? As discussed earlier, small-scale anomalies only minimally affect the measures of misfit considered here, so these misfit comparisons dominantly reveal information about the large scale features on the observed maps.

This question is addressed by Figure 19 which presents the variance reduction and rms group velocity misfit between the observed group velocity curves and those predicted by our maps and the group velocity maps predicted by CRUST5.1/S16B30. The variance reductions reported in Figure 19 differ from those in Figure 17 in that we take as the reference model, $U_0$, the group velocity curve predicted by PREM, whereas in Figure 17 we took the reference model to be the average velocity observed across the continent at each period. Thus

**Figure 19.** Two measures of misfit to our group velocity measurements for Rayleigh (solid lines) and Love (dashed lines) waves for two different sets of group velocity maps. Thick lines are for our group velocity maps and thin lines are for the group velocity maps predicted by CRUST5.1/S16B30. (top) Misfit is represented as variance reduction relative to the group velocity from PREM. These variance reductions differ from those in Figure 17 since the reference values used in the figures differ. (bottom) Misfit is the RMS group velocity misfit (equation (5)).
we get larger variance reductions here than in Figure 17. The rms group velocity misfits for the observed group velocity maps are the same in Figures 17 and 19, however.

Variance reductions to the observed group velocity measurements provided by CRUST5.1/S16B30 are large and positive for both Rayleigh and Love waves across most of the band. Indeed, variance reductions are in excess of 80% for Rayleigh waves between 20 and 40 s period and for Love waves between 25 and 80 s. Both observed and predicted variance reductions decrease at longer periods because of a decrease in signal level. The principal exceptions are for Love waves at periods greater than about 80 s and for Rayleigh waves from 50 to 100 s. The degradation in misfit of CRUST5.1/S16B30 to the long period Love waves is largely due to polarization anisotropy since this is an isotropic model which cannot fit Rayleigh and Love waves well simultaneously. Rayleigh wave variance reductions for CRUST5.1/S16B30 begin to decrease beyond about 30 s period and minimize between 70 and 80 s period. This is caused by the strong sensitivity of Rayleigh waves to crustal thickness in this period range and the fact that CRUST5.1/S16B30 appears to underpredict crustal thicknesses and/or overestimates lower crustal shear velocities across much of Eurasia. The increase in absolute misfit for CRUST5.1/S16B30 between 40 and 70 s period is due to the average group velocity across the continent in the model being in error, as shown in Plate 3. Thus we attribute this increase in absolute misfit to errors in the average value of group velocity across the model. This is not reflected exactly in variance reduction since signal level increases in this period range which somewhat offsets the increased misfit.

The observed maps do, however, fit the group velocity measurements significantly better than the predictions from CRUST5.1/S16B30. Recall that in section 2 we estimated the observational error at about 0.03 km/s, so the estimated group velocity maps misfit the data at about the 1.5-2σ level and CRUST5.1/S16B30 misfits at least at the 4σ level below about 80 s period for Rayleigh waves and greater than 3σ across the entire band for Love waves, especially at long periods. This should not be surprising for three reasons. First, CRUST5.1 is principally a v_p model in which the v_s variations have been approximated by use of a constant Poisson’s ratio, and much of the crust in Eurasia is relatively unconstrained by seismological data at the disposal of the authors of CRUST5.1. Second, CRUST5.1 is defined on a 5° grid in which velocities are assumed constant within each cell. Finally, the mantle part of the model, S16B30, displays much longer wavelengths and lower amplitudes than what is implied by the observed long-period group velocity maps.

7. Conclusions

We have reported the results of a systematic study of broadband Rayleigh and Love wave dispersion across Eurasia. We believe, and argue here, that this study represents a significant improvement in the understanding of surface wave dispersion across this continent. However, the results presented here are not complete. The methods described may continue to be applied across Eurasia to new and accumulating data in order to improve resolution and reliability further. The methods are already being applied successfully to other continents (e.g., Antarctica [Ritzwoller et al., 1996c]; South America [Vidouin et al., 1996]) and can be developed further in the ways described below.

There are three main reasons why we believe that this study represents a significant improvement in the understanding of Eurasian surface wave dispersion. The first has to do with the data used. This study is broader band, displays denser and more uniform data coverage, and demonstrates higher resolution than previous studies that have been performed on this scale. Resolutions at most periods for the majority of the continent lie between 5° and 7.5°. Second, the group velocity maps reveal the signatures of known geological and tectonic features never before revealed in surface wave studies on this scale. This both lends credence to the maps and spurs interest in their use to infer information about the features that are observed. Observations at short and intermediate periods (∼20-80 s) are providing entirely new constraints on crustal structures, and the long-period observations (∼100 s) are yielding higher-resolution information about the deep lithosphere and upper mantle. Finally, the group velocity maps provide a significant improvement in fit to the observed dispersion curves. This is particularly impressive when compared to misfits from existing mantle and crustal models.

Concerning the crust, observed group velocity anomalies include information about sedimentary velocities and thicknesses, crustal velocities, and Moho depths. The dispersion signatures of numerous sedimentary basins across the continent and off the coast are displayed clearly on the short-period (20-30 s) group velocity maps (e.g., Tarim Basin, Ganges Fan and Delta, Persian Gulf, Tadzhik Depression, southern Indus River, northern and southern Caspian Sea, Black Sea, eastern Mediterranean Sea, western Siberian sedimentary complex, Lena River Complex, Barents Sea Shelf, Sechuan Basin, Adriatic Sea, North Sea). Although the effects of sedimentary basins on intermediate period surface wave velocities and polarizations have been reported before (e.g., Barents Sea Shelf [Levshin and Berteussen, 1979]; Caspian Sea [Levshin et al., 1994]), we are not aware of a similarly comprehensive study on a continental scale. In addition, high-velocity anomalies on the short period maps are observed for three continental regions of massive basalt flows (Siberian Traps, Ethiopian Flood Basalts, Deccan Traps). The significance of the observation of the surface wave signature of known massive basalt flows associated with the break up of Gondwanaland is probably not greatest for its application to Eurasia but lies in its potential application to other more poorly understood continents, in particular Antarctica (e.g., Ritzwoller et al., 1996). Perhaps the most striking feature on any of the group
velocity maps is the low-velocity anomalies that appear on both the Rayleigh (30-90 s) and Love (40-125 s) wave maps associated with the thickened crust of central Asia, in particular Tibet. Such low-velocity anomalies for Tibet have been presented before [e.g., Feng and Teng, 1983a; Wu and Levshin, 1994], but the present study provides a broader frequency band, better resolution, and larger spatial coverage than previous studies. Similar dispersion anomalies for other regions of thickened crust are also revealed (e.g., Altai Range, the Hindu Kush and Pamir, Zagros and Caucasus Mountains, more subtle anomalies associated with the Urals, Verkhoyansk/Chersky Ranges) as well as variations in crustal thicknesses between continental and oceanic crust (e.g., the arc composed of Kamchatka, Kurile Islands, Japan, the Ryuku Islands, and Taiwan). The breadth of the frequency band over which the dispersion maps are produced holds the promise for resolving these crustal structures from one another and from upper mantle structures during structural inversion for a shear velocity model.

Concerning the lower lithosphere and upper mantle, observed group velocity anomalies include information about backarc spreading, continental roots, the depth extent of the lithosphere, downgoing slabs, and perhaps the upper reaches of a mantle plume. The observed long period Rayleigh wave maps (e.g., 100 s) provide a much sharper view of the linear low-velocity anomaly that rims the continent in the Far East, which may be caused by the mantle's response to backarc spreading, than global models [e.g., Su et al., 1994; Masters et al., 1996]. Continental roots under shields have emerged in recent global models [e.g., Trampert and Woodhouse, 1995; Masters et al., 1996; Ekström et al., 1997]. The large Eurasian shields (Eastern European Platform, Siberian Shield, Indian Shield) are very clearly imaged on the long-period maps presented here, as are other deep lithospheric blocks, such as the Baltic Shield, the Kazakh Platform, and the Tarim and the South China Blocks, which are too small to be seen in the global models. The Tomkuit-Teisseyre Zone is clearly imaged as a high gradient region. High-velocity anomalies are also associated on the long period maps with descending slabs at the Pacific Plate margin, at the plate boundary between India, China, and Pakistan, and under the eastern Mediterranean Sea. The "Red Sea" low-velocity anomaly, which appears clearly but more diffusely in many global models and has been hypothesized to result from the Afar Plume [Makris and Ginzburg, 1987; Hill et al., 1992], is well seen on the long-period maps presented here, centered on and just west of the Red Sea.

The group velocity maps we present here provide a substantial improvement in fit to the observed data relative to any laterally homogeneous model. Variance reductions relative to PREM are about 90% at the short-period end and reduce to about 70% at the long-period end of the study. To put this in context, comparisons are made with the variance reductions from a new high quality laterally inhomogeneous model, CRUST5.1/S16B30 [Mooney et al., 1997; Masters et al., 1996]. CRUST5.1/S16B30 does a good job of fitting the observed group velocity curves and detailed comparisons between the observed group velocity maps and those predicted by CRUST5.1/S16B30 demonstrate a good qualitative agreement. Not surprisingly, however, the observed maps do significantly better in fitting the data, and several characteristics of CRUST5.1, in particular, appear to require future improvement. We believe that in CRUST5.1 shear velocities are too low in the deep parts of sedimentary basins (perhaps caused by inaccurately modeling the increase in shear velocities due to sedimentary compaction), the crustal shear velocities in certain marginal seas are too high, and crustal thicknesses across much of the continent are too small and/or lower crustal shear velocities are too high. Irrespective of these comments, CRUST5.1/S16B30 represents a tremendous improvement over previous global models of the crust and uppermost mantle under Eurasia and is an excellent basis for future research. We have derived added confidence in the veracity of the observed group velocity maps from the fact that the observed and predicted maps agree well qualitatively, but the observed maps provide a large improvement in fit to the data.

Although we have argued at some length that this study represents a significant step toward an understanding of Eurasian surface wave dispersion, there remain several shortcomings. In particular, resolution and bias have not yet been optimized, for example, by modeling off-great-circle propagation, utilizing amplitude, polarization [e.g., Laske and Masters, 1996], and/or phase information, or making use of all of the available broadband data. These shortcomings point the way for future research. First, phase velocity measurements have already been made along with the group velocities, and phase velocity maps will be constructed soon. Second, more waveform data will be analyzed and added to the tomographic inversion. Our studies in central Asia have shown how important it is to utilize regional network and array data to improve resolution, particularly at short periods [Ritzwoller et al., 1996]. The use of data from the new network in Saudi Arabia [Vernon et al., 1996], new broadband stations installed by the Japanese in the Far East (e.g., POSEIDON), the NARS network in European Russia, the Ukraine, and Belorussia [Snieder and Pauwels, 1993], national regional networks such as the German Regional Seismic Network [e.g., Krueger and Stammerl, 1996], past PASSCAL experiments (e.g., Tibetan Plateau, Pakistan, Lake Baikal), and broadband components of U.S. Department of Defense arrays would help to improve resolutions in Europe, central Asia, the Middle East, and the Far East. Resolution in northern Asia can be improved if nearly meridional paths are analyzed. These paths can come from the analysis of data from recently installed north eastern Siberian GSN stations (e.g., TIXI, BILL), from the Canadian National Seismic Network, and from the U.S. National Seismic Network for events which take place across Eurasia. Third, the
effects of theoretical errors can be reduced further by incorporating group source time shifts above 40 s period in future tomographic inversions and by attempting to estimate azimuthal anisotropy simultaneously. Finally, the estimated dispersion maps (group and phase) may be inverted for shear velocity models across Eurasia. These studies have begun for central Asia [e.g., Ritzwoller et al., 1996a].
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